Partial words are sequences over a finite alphabet that may contain wildcard symbols, called holes, which match or are compatible with all letters; partial words without holes are said to be full words (or simply words). Given an infinite partial word $w$, the number of distinct full words over the alphabet that are compatible with factors of $w$ of length $n$, called subwords of $w$, refers to a measure of complexity of infinite partial words so-called subword complexity. This measure is of particular interest because we can construct partial words with subword complexities not achievable by full words. In this paper, we consider the notion of recurrence over infinite partial words, that is, we study whether all of the finite subwords of a given infinite partial word appear infinitely often, and we establish connections between subword complexity and recurrence in this more general framework.

1 Introduction

Let $w$ be a (right) infinite word over a finite alphabet $A$. A subword of $w$ is a block of consecutive letters of $w$. The subword complexity function, $p_w(n)$, counts the number of distinct subwords of length $n$ in $w$. Subword complexity is a well-studied topic and relates to dynamical systems, ergodic theory, theoretical computer science, etc. [1,2,7,9,10]. Another topic of interest on infinite words is the one of recurrence. An infinite word is said to be recurrent if every subword appears infinitely many times. In 1938, Morse and Hedlund introduced many concepts dealing with recurrence [12]. Rauzy in [13] surveys subword complexity and recurrence in infinite words, while Cassaigne in [8] surveys some results and problems related to recurrence.

Partial words are sequences over a finite alphabet that may contain wildcard symbols, called holes, which match or are compatible with, all letters in the alphabet (full words are those partial words without holes). Combinatorics on partial words is a relatively new subject [3,4]; oftentimes the basic tools have
not yet been developed. In [6], Blanchet-Sadri et al. investigated finite partial words of maximal subword complexity where the subword complexity function of a partial word \( w \) over a finite alphabet \( A \) assigns to each positive integer, \( n \), the number, \( p_w(n) \), of distinct full words over \( A \) that are compatible with factors of length \( n \) of \( w \). In [11], Manea and Tiseanu showed that computing subword complexity in the context of partial words is a “hard” problem.

In [5], with the help of our so-called hole functions, we constructed infinite partial words \( w \) such that \( p_w(n) = \Theta(n^\alpha) \) for any real number \( \alpha > 1 \). In addition, these partial words have the property that there exist infinitely many non-negative integers \( m \) satisfying \( p_w(m + 1) - p_w(m) \geq m^\alpha \). Combining these results with earlier ones on full words, we showed that this represents a class of subword complexity functions not achievable by full words. We also constructed infinite partial words with intermediate subword complexity, that is between polynomial and exponential.

In this paper, we introduce recurrent infinite partial words and show that they have several nice properties. Some of the properties that we present deal with connections between recurrence and subword complexity. Besides reviewing some basics in Section 2 and concluding with some remarks in Section 5, our paper can roughly be divided into two parts: Among other things, Section 3 extends well-known results on recurrent infinite full words to infinite partial words. Section 4 uses the results obtained previously to prove new results. There, we study the relationship between the subword complexity of an infinite partial word \( w \) and that of its various completions; here a completion is a “filling in” of the holes of \( w \) with letters from the alphabet. In particular we ask when can a completion achieve maximal, or nearly maximal, complexity? It turns out that this is intimately related to the notion of recurrence.

2 Preliminaries

For more information on basics of partial words, we refer the reader to [4]. Unless explicitly stated, \( A \) is a finite alphabet that contains at least two distinct letters. We denote the set of all words over \( A \) by \( A^* \), which under the concatenation operation forms a free monoid whose identity is the empty word \( \varepsilon \).

A finite partial word of length \( n \) over \( A \) is a function \( w : \{0, \ldots, n - 1\} \to A \cup \{\diamond\} \), where \( \diamond \notin A \). The union set \( A \cup \{\diamond\} \) is denoted by \( A_0 \) and the length of \( w \) by \( |w| \). A right infinite partial word or infinite partial word over \( A \) is a function \( w : \mathbb{N} \to A_0 \). In both the finite and infinite cases, the symbol at position \( i \) in \( w \) is denoted by \( w(i) \). If \( w(i) \in A \), then \( i \) is defined in \( w \), and if \( w(i) = \diamond \), then \( i \) is a hole in \( w \). If \( w \) has no holes, then \( w \) is a full word. A completion \( \hat{w} \) is a “filling in” of the holes of \( w \) with letters from \( A \). Two partial words \( u \) and \( v \) are compatible, denoted \( u \uparrow v \), if there exist completions \( \hat{u} \) and \( \hat{v} \) such that \( \hat{u} = \hat{v} \).

A finite partial word \( w \) over \( A \) is said to be \( p \)-periodic, if \( p \) is a positive integer such that \( w(i) = w(j) \) whenever \( i \) and \( j \) are defined in \( w \) and satisfy \( i \equiv j \mod p \). We say that \( w \) is periodic if it is \( p \)-periodic for some \( p \). An infinite partial word \( w \) over \( A \) is called periodic if there exists a positive integer \( p \) (called a period of \( w \)) and letters \( a_0, a_1, \ldots, a_{p-1} \in A \) such that for all \( i \in \mathbb{N} \) and \( j \in \{0, \ldots, p-1\} \), \( i \equiv j \mod p \) implies \( w(i) \uparrow a_j \). If \( w \) is an infinite partial word, then we define the shift \( \sigma_p(w) \) by \( \sigma_p(w)(i) = w(i+p) \). The infinite partial word \( w \) is called ultimately periodic if there exist a finite partial word \( u \) and an infinite periodic partial word \( v \) (both over \( A \)) such that \( w = uv \). If \( w \) is a full ultimately periodic word, then \( w = xxyy \cdots \) for some finite words \( x, y \) with \( y \neq \varepsilon \) called a period of \( w \) (we also call the length \( |y| \) a period). If \( |x| \) and \( |y| \) are as small as possible, then \( y \) is called the minimal period of \( w \).

Given a partial word \( w \) over \( A \), a finite partial word \( u \) is a factor of \( w \) if there exists some \( i \in \mathbb{N} \) such that \( u = w(i) \cdots w(i+|u|-1) \). We adopt the following notations for factors: \( w(i..j) \) (resp., \( w[i..j] \), \( w[i..j] \)) denotes \( w(i+1) \cdots w(j-1) \) (resp., \( w(i) \cdots w(j-1) \), \( w(i+1) \cdots w(j) \), \( w(i) \cdots w(j) \)). On the other hand, a finite full word \( u \) is a subword of \( w \), denoted \( u \triangleleft w \), if there exists some \( i \in \mathbb{N} \) such that
Note that in the context of this paper, subwords are always finite and full. We denote by Sub$_w(n)$ the set of all subwords of $w$ of length $n$, and by Sub$(w) = \bigcup_{n \geq 0} \text{Sub}_w(n)$ the set of all subwords of $w$. Note that $p_w(n)$ is precisely the cardinality of Sub$_w(n)$. Furthermore, if $\hat{w}$ is a completion of $w$, then $p_{\hat{w}}(n) \leq p_w(n)$, since Sub$_{\hat{w}}(n) \subseteq \text{Sub}_w(n)$.

The following result extends well-known necessary conditions for a function to be the subword complexity function of an infinite full word [9].

**Theorem 1.** The following are necessary conditions for a function $p_w$ from $\mathbb{N}$ to $\mathbb{N}$ to be the subword complexity function of an infinite partial word $w$ over a finite alphabet $A$:

1. $p_w$ is non-decreasing;
2. $p_w(m + n) \leq p_w(m)p_w(n)$ for all $m, n$;
3. whenever $p_w(n) \leq n$ or $p_w(n + 1) = p_w(n)$ for some $n$, then $p_w$ is bounded;
4. if $A$ has $k$ letters, then $p_w(n) \leq k^n$ for all $n$: if $p_w(n_0) < k^{n_0}$ for some $n_0$, then there exists a real number $\kappa < k$ such that $p_w(n) \leq \kappa^n$ for all $n$ sufficiently large.

### 3 Recurrent Partial Words

Recurrence is a well-studied topic in combinatorics on infinite full words. We turn our attention to the study of infinite recurrent partial words. We call an infinite partial word $w$ recurrent if every $u \in \text{Sub}_w(n)$ occurs infinitely often in $w$; that is, there are infinitely many $i$’s such that $w(j + i) \uparrow u(i)$ for $i \in \{0, \ldots, n - 1\}$. We call an infinite partial word $w$ uniformly recurrent, if for every $u \in \text{Sub}_w(n)$, there exists $m \in \mathbb{N}$ such that every factor of length $m$ of $w$ has $u$ as a subword, that is, $u \prec w[0..m-1]$, $u \prec w[1..m], \ldots$. Clearly, a uniformly recurrent partial word is recurrent. The following proposition gives a few equivalent formulations of recurrence.

**Proposition 1.** Let $w$ be an infinite partial word. The following are equivalent:

1. The partial word $w$ is recurrent;
2. Every subword compatible with a finite prefix of $w$ occurs at least twice;
3. Every subword of $w$ occurs at least twice.

**Proof.** It is clear that (1) implies both (2) and (3), whereas (3) implies (2) since any subword compatible with a finite prefix of $w$ is itself a subword of $w$. To show that (2) implies (1), for the sake of contradiction suppose some word $v \in \text{Sub}_w(n)$ appeared only finitely many times in $w$. Suppose the last occurrence of $v$ starts at position $i$. Then for all $j > i$, $v$ is not compatible with $w[j..j + n]$. Now let $\hat{u}$ be a completion of the prefix of length $i + n$ of $w$ such that $\hat{u}[i..i + n] = v$. Then by (2), $\hat{u}$ must appear at least twice in $w$. In particular, there exists some position $j > 0$ such that $\hat{u} \uparrow w[j..j + i + n]$. But then $v \uparrow w[j+i..j + i + n]$, contradicting the fact that the last occurrence of $v$ started at position $i$. Hence, every subword of $w$ must appear infinitely many times. \qed

**Theorem 2.** If $w$ is an infinite recurrent partial word with a positive but finite number of holes, then $w$ is not ultimately periodic.

**Proof.** For the sake of contradiction, suppose $w$ is ultimately periodic. Then we can write $w = xyy\cdots$ where $y$ is a finite full word such that $|y|$ is the minimal period of $w$. Let $j$ be the position of the last hole in $x$. Let $z = ax[j+1..|x|]y^n = av^n$ where $n \geq |y|$ and the letter $a$ is chosen so that $a \neq y(j')$, where
Let \( w \) be a recurrent partial word with infinitely many holes for which there exists \( N > 0 \) such that \( h(n) < h(n+1) \) for all \( n \geq N \). Then \( w \) is not ultimately periodic.

Proof. For the sake of contradiction, suppose \( w \) is ultimately periodic. Then we can write \( w = xy_1y_2\cdots \), where for all \( i, j > 0 \), \( y_i \) and \( y_j \) are compatible factors of length \( p \) with \( p \) being the minimal period. We will refer to \( y_1, y_2, \ldots \) as the \( y \) factors. By choosing sufficiently large \( n \geq 3 \), we can ensure that \( h(n) > 3p \). Thus, there exists \( j > p \) such that both \( y_j \) and \( y_{j+1} \) are full words. Let \( v = xy_1y_2\cdots y_{j-1} \). Then \( v \) contains at least two holes. Without loss of generality, assume that \( v(l) = v(l') = \ast \), for some \( l < l' \).

Let \( i_l = (p - |v| + l) \mod p \) and \( i_{l'} = (p - |v| + l') \mod p \). Then choose a completion \( \hat{v} \) of \( v \) such that \( \hat{v}(l) \neq y_j(i_l) \) and \( \hat{v}(l') \neq y_j(i_{l'}) \). Let \( u = \hat{v}y_jy_{j+1} \) and \( m \) be sufficiently large so that \( h(m) > 2|u| \). Since \( w \) is recurrent, the subword \( u \) must occur at some position to the right of \( H(m) - 1 \). So suppose it occurs at position \( i \). Then if we let \( z = w[i,i + |u|] \) then \( z \) contains at most one hole. By the choice of \( i_l \) and \( i_{l'} \), at least one of \( \hat{v}(l) \) or \( \hat{v}(l') \) is incompatible with the corresponding symbol in \( z \). Thus the \( y \) factors in \( u \) cannot align with the \( y \) factors in \( z \). Also, at least one of the \( y \) factors in \( z \) is full. Analogous to the proof of Theorem[2] we conclude that \( y_j\cdots y_{j+p-1} \) is periodic with period \( p' < p \), where \( p' \) is the length of the offset. This contradicts the minimality of \( p \) and, therefore, no ultimately periodic words with the desired property exist.

Let \( w \) be an infinite partial word. We define \( R_w(n) \), the recurrence function of \( w \), to be the smallest integer \( m \) such that every factor of length \( m \) of \( w \) contains at least one occurrence of every subword of length \( n \) of \( w \). The following theorem extends a well-known result on full words to partial words (see [2]).

**Theorem 3.** Let \( w \) be a uniformly recurrent infinite partial word. Then the following hold:

1. \( R_w(n+1) > R_w(n) \) for all \( n \geq 0 \):
2. If for each \( n \geq 0 \) there exists an index \( i \) such that \( w[i..i+n] \) is a full word then \( R_w(n) \geq p_w(n) + n - 1 \) for all \( n \geq 0 \);

3. If \( w \) has a positive finite number of holes or an eventually increasing gap function, then \( R_w(n) \geq 2n \) for all \( n \geq 0 \).

Proof. The proof of (1) is identical to that for full words. For (2), let \( n \geq 0 \) and set \( m = R_w(n) \). Then there exists an index \( i \) such that \( v = w[i..i+m] \) is a full word. Since \( |v| = m \), \( v \) contains every subword of \( w \) of length \( n \). But any full word of length \( m \) contains at most \( m - n + 1 \) distinct subwords of length \( n \). Hence, \( p_w(n) \leq m - n + 1 \). Therefore, \( R_w(n) \geq p_w(n) + n - 1 \) for all \( n \geq 0 \). For (3), note that the conditions on \( w \) together with Theorem 2 and Corollary 1 imply that \( w \) is not ultimately periodic. Thus by Theorem 1(3), \( p_w(n) \geq n + 1 \) for all \( n \geq 0 \). Since (3) implies (2), we get \( R_w(n) \geq p_w(n) + n - 1 \geq 2n \) for all \( n \geq 0 \).

The following theorem captures the fact that a uniformly recurrent word cannot achieve maximal complexity.

**Theorem 4.** Let \( w \) be a uniformly recurrent infinite word. Then there exists \( N \) such that \( p_w(n) < k^n \) for all \( n \geq N \), where \( k \) is the alphabet size.

Proof. By Theorem 1(4), we only need to show that \( p_w(n) < k^n \) for some \( n \). We split the proof into two cases. If \( p_w(1) < k \) then we are done. Thus suppose \( p_w(1) = k \). Then let \( t = R_w(1) \). For the sake of contradiction, suppose \( w \) achieves maximal complexity, that is, \( p_w(n) = k^n \) for all \( n \geq 0 \). Then \( w \) contains the subword \( a' \), where \( a \in A \). Hence, \( |a'| = t = R_w(1) \) implies \( b \triangleleft a' \) for some \( b \in A, b \neq a \), which is a contradiction.

It is natural to extend the above theorem to partial words with finitely many holes.

**Corollary 2.** Let \( w \) be a uniformly recurrent infinite partial word with finitely many holes. Then there exists \( N \) such that \( p_w(n) < k^n \) for all \( n \geq N \), where \( k \) is the alphabet size.

Proof. Choose \( N \) such that \( j \geq N \) implies \( w(j) \neq \cdot \). Then let \( v = \sigma_N(w) \). Then uniform recurrence implies that \( \text{Sub}(w) = \text{Sub}(v) \). Hence, \( p_w(n) = p_v(n) \) and thus Theorem 4 gives us the result.

To extend the result to partial words with infinitely many holes we must introduce some additional restrictions. In essence too many holes still allows us to achieve maximal complexity. A trivial example is \( w = \cdot \).

**Corollary 3.** Let \( w \) be a uniformly recurrent infinite partial word for which there exists \( n_0 \) such that \( n \geq n_0 \) implies \( h(n) \leq h(n+1) + n \) and \( \lim_{n \to \infty} h(n+1) - h(n) = \infty \). Then there exists \( N > 0 \) such that \( p_w(n) < k^n \) for all \( n \geq N \), where \( k \) is the alphabet size.

Proof. The proof is very similar to that of Theorem 4.
Proof. First suppose $w$ is recurrent. Let $\hat{w}$ be any completion of $w$. Proposition 1 implies that we only need to show that each subword of $\hat{w}$ appears at least twice. Choose $u \in \text{Sub}_c(n)$. Suppose $w$ has a finite number of holes. Then there exists $N > 0$ such that $j \geq N$ implies $w(j) \neq \diamondsuit$. Since $w$ is recurrent, $u$ appears starting at some position $i \geq N$, that is, $u = w[i..i+n]$. But note that $\hat{w}[i..i+n] = w[i..i+n]$. Hence, the subword $u$ occurs twice in $\hat{w}(i)\hat{w}(i+1) \cdots$ and thus $\hat{w}$ is recurrent.

Now suppose $w$ has an eventually increasing gap function. Since $w$ is recurrent, we see that there exists a word $v$ such that $uvu \in \text{Sub}(w)$. Let $m = |uvu|$ and choose $N$ such that for all $j \geq N$ we have $h(j) > m$. Recurrence implies that $uvu$ appears starting at some position $i$ greater than $H(N)$. Suppose $uvu \uparrow z$ where $z = w[i..i+m]$. Then $z$ contains at most one hole. Hence, at least one of $u = w[i..i+n]$ or $u = w[i+m-n..i+m]$ holds. Since $w$ is recurrent, $uvu$ has to appear again in $w$, and so $u$ must appear one more time in a factor of $w$ that contains no holes. Without loss of generality, assume that $w[i'..i'+n]$ is the desired full word. Then $w[i'..i'+n] = \hat{w}[i'..i'+n]$. Hence $u = \hat{w}[i'..i'+n]$ so that $u$ appears at least twice in $\hat{w}$. Hence, $\hat{w}$ is recurrent.

Now suppose every completion is recurrent. Choose $u \in \text{Sub}(w)$. Then there exists a completion $\hat{w}$ such that $u \in \text{Sub}(\hat{w})$. Since $\hat{w}$ is recurrent $u$ occurs again at an index different from where it appeared initially in $w$. Suppose $u = \hat{w}[i..i+|u|]$. Since $\hat{w}$ is a completion of $w$ we see that $\hat{w}[i..i+|u|] \uparrow w[i..i+|u|]$. Hence $u$ occurs twice in $w$ so that $w$ is recurrent. \hfill \qedsymbol

4 Completions of Infinite Partial Words

We investigate the relationship between the complexity of an infinite partial word $w$ and the complexity achievable by a given completion $\hat{w}$. Our main question is given an infinite partial word $w$ how much complexity can be preserved while passing to a completion?

Theorem 5. Let $w$ be an infinite recurrent partial word. Then there exists a completion of $w$, $\hat{w}$, such that $\text{Sub}(w) = \text{Sub}(\hat{w})$.

Proof. The set $\text{Sub}(w)$ is countable, so choose some enumeration of its elements $x_0, x_1, x_2, \ldots$. Choose $n_0$ so that $x_0 \prec w[0..n_0]$. Since $x_0$ occurs infinitely often in $w$, we can find some $n_1 > n_0$ so that $x_1 \prec w(n_0..n_1]$. Similarly we can find some $n_2 > n_1$ so that $x_2 \prec w(n_1..n_2]$ and so on for each $x_i$. Now we complete $w[0..n_0]$ so that it contains $x_0$ as a subword, $w(n_0..n_1]$ so that it contains $x_1$, and so on to get $\hat{w}$. By construction $\text{Sub}(w) \subseteq \text{Sub}(\hat{w})$ and we have $\text{Sub}(\hat{w}) \subset \text{Sub}(w)$. \hfill \qedsymbol

Another question is to ask when a completion with maximal complexity exists. We know by Theorem 5 that it is sufficient that the original partial word $w$ be recurrent. In the case where $w$ has infinitely many holes, this turns out to be necessary as well.

Theorem 6. Let $w$ be a partial word with infinitely many holes. Then $w$ is recurrent if and only if there exists a completion $\hat{w}$ such that $\text{Sub}(w) = \text{Sub}(\hat{w})$.

Proof. The forward implication is simply a consequence of Theorem 5. For the backward implication, suppose there exists a completion $\hat{w}$ such that $\text{Sub}(w) = \text{Sub}(\hat{w})$. We show that the prefix of length $H(n) - 1$ of $\hat{w}$ occurs twice for every $n \geq 1$. Choose $a \in A$ such that $a \neq \hat{w}(H(n) - 1)$. Then $v = \hat{w}[0..H(n) - 1]a \in \text{Sub}(w) = \text{Sub}(\hat{w})$. Hence $v$ must occur somewhere in $\hat{w}$. But it cannot occur as a prefix since $a \neq \hat{w}(H(n) - 1)$. Thus there exists $i > 0$ such that $\hat{w}[i..i + H(n)] = v$. But then $\hat{w}[i..i + H(n) - 1] = \hat{w}[0..H(n) - 1]$ so that $\hat{w}[0..H(n) - 1]$ appears twice. Thus every prefix of $\hat{w}$ occurs twice and thus $\hat{w}$ is recurrent and since $\text{Sub}(w) = \text{Sub}(\hat{w})$, $w$ is recurrent as well. \hfill \qedsymbol
The proof really relies on the fact that \( w \) has infinitely many holes. The theorem is not true in the case of finitely many holes. For example, choose \( w = \omega a^\omega \) and \( \hat{w} = ba^\omega \). Then \( \text{Sub}(w) = \text{Sub}(\hat{w}) \) but \( w \) is not recurrent since \( b \) occurs only once. However, we note that \( \sigma(w) \) is recurrent. This fact actually holds more generally. First we call an infinite partial word \( w \) ultimately recurrent if there exists an integer \( p \geq 0 \) such that \( \sigma_p(w) \) is recurrent. With this definition in hand we can extend Theorem 5 to the case when we may not have infinitely many holes.

**Corollary 4.** Let \( w \) be an infinite partial word with at least one hole. If there exists a completion \( \hat{w} \) of \( w \) such that \( \text{Sub}(w) = \text{Sub}(\hat{w}) \), then \( w \) is ultimately recurrent. In fact \( \sigma_H(1)(w) \) is recurrent, where \( H(n) \) is the hole function.

**Proof.** We claim that if \( H(1) - 1 \) is the position of the first hole and \( p = H(1) \) then \( \sigma_p(w) \) is recurrent. Let \( v = \sigma_p(w) \). By Proposition 1 it suffices to show that every finite prefix of any completion of \( v \) occurs twice in \( v \). Thus suppose \( z \) is a full word such that \( z \uparrow v(0..n) \). Choose a completion \( u \) of \( w[0..n + p) \) so that \( z = u(p..n + p) \). In addition, we require that the hole at position \( H(1) - 1 \) be filled in such a way that \( u(H(1) - 1) \neq \hat{w}(H(1) - 1) \). Then \( u \in \text{Sub}(\hat{w}) \). However, we see that the way we filled in the hole at \( H(1) - 1 \) prohibits \( u \) from occurring as a prefix of \( \hat{w} \). Thus there exists an index \( i > 0 \) such that \( u = \hat{w}[i..i + n + p) \). But then \( z = u[p..n + p) = \hat{w}[i + p..i + n + p) \uparrow v[i..i + n) \) so that \( z \) appears twice in \( v \). Hence \( v \) is recurrent. Thus \( w \) is ultimately recurrent. \( \square \)

Let \( \text{RSub}_w(n) \) denote the set of recurrent subwords of length \( n \) of a finite or infinite partial word \( w \). Let \( \text{RSub}(w) = \bigcup_{n \geq 1} \text{RSub}_w(n) \). Let \( r_w(n) = |\text{RSub}_w(n)| \) and \( d_w(n) = p_w(n) - r_w(n) \). In other words, \( d_w(n) \) counts the number of non-recurrent subwords of length \( n \). Note that \( d_w(n) \) is non-decreasing. The following proposition captures the fact that in an ultimately recurrent partial word with finitely many holes almost every subword is recurrent.

**Proposition 3.** Let \( w \) be an infinite partial word with finitely many holes. Then \( w \) is ultimately recurrent if and only if \( d_w(n) \) is bounded.

**Proof.** Suppose \( w \) is ultimately recurrent. Then there exists \( p \) such that \( \sigma_p(w) \) is recurrent. We claim that \( d_w(n) \leq p \). Note that any subword beginning at an index \( \geq p \) must be recurrent. Thus any non-recurrent subword must appear starting at a position less than \( p \). Each position \( i \) with \( 0 \leq i < p \) contributes finitely many distinct subwords of length \( n \).

Now suppose \( d_w(n) \) is bounded. Since \( d_w(n) \) is non-decreasing, there exist a constant \( C \) and an integer \( n \) such that \( C = d_w(n) = d_w(m) \) for all \( m \geq n \). Since there are only \( C \) non-recurrent subwords of length \( n \) and each appears only finitely many times in \( w \), there exists an \( N \) such that none of these non-recurrent subwords appear starting at positions \( i \geq N \). We claim that \( w^l = \sigma_N(w) \) is recurrent. For the sake of contradiction, suppose \( w^l \) is not. Then there must exist a non-recurrent word \( v \) in \( \text{Sub}(w^l) \). Assume without loss of generality that \( |v| = m \geq n \). Now we break the proof into two cases. If the prefix of length \( n \) of \( v \) was a non-recurrent subword of \( w \), then this would contradict the choice of \( N \). So suppose that the prefix of length \( n \) of \( v \) is not a non-recurrent subword of \( w \). Note that each length \( n \) non-recurrent subword contributes at least one distinct length \( m \) non-recurrent subword. In addition \( v \) is distinct from each of these since the prefixes of length \( n \) do not match. Thus \( d_w(m) > d_w(n) \), a contradiction. \( \square \)

The case when \( w \) has infinitely many holes is markedly different. In particular \( d_w(n) \) cannot be positive and bounded. This is captured in the following proposition.

**Proposition 4.** Let \( w \) be a partial word with infinitely many holes. Then \( d_w(n) \) is either identically zero or unbounded.
Proposition 5. Let \( w \) be an ultimately recurrent infinite partial word. Then there exists a constant \( C \) such that \( d_w(n) \leq C \) for all \( n > 0 \). Then there exists an \( n \) and a \( v \) such that \( v \in \text{Sub}_w(n) \backslash \text{RSub}_w(n) \). Since \( v \in \text{Sub}(w) \) there exists an index \( i \) such that \( v \uparrow w[i..i+n] \). Since \( w \) has infinitely many holes, there exists an \( m \) such that \( w[n..m] \) has at least \( h \) holes where \( k^h > C \). Since \( v \) is not recurrent, each of the completions of \( vw[n..m] \) is non-recurrent. Hence if we let \( j = |vw[n..m]| \) we see that \( d_w(j) = p_w(j) - r_w(j) \geq k^h > C \), a contradiction.

The infinite partial word \( w \) being ultimately recurrent does not imply anything about the growth of \( d_w(n) \) by itself. However, we can relate the growth of \( p_w(n) \) and \( r_w(n) \). Intuitively we can think of \( w \) being ultimately recurrent as capturing the fact that \( w \) has a large proportion of recurrent subwords. We would expect that \( r_w(n) \) is a good approximation of \( p_w(n) \). In fact, it turns out that \( p_w(n) = \Theta(r_w(n)) \).

Proposition 5. Let \( w \) be an ultimately recurrent infinite partial word. Then there exists a constant \( C \) such that \( r_w(n) \leq p_w(n) \leq C r_w(n) \) for all \( n \) sufficiently large. In other words, \( p_w(n) = \Theta(r_w(n)) \).

Proof. Suppose \( N \) is such that \( \sigma_N(w) \) is recurrent. Consider \( d_w(n) \) for \( n > N \). Then every non-recurrent subword of length \( n \) must start at some position \( i, 0 \leq i < N \), and must be compatible with a factor of the form \( w[i..i+n] \). We can break the factor into two parts: \( w[i..N] \) which may have a non-recurrent completion, and \( w[N..i+n] \) where every completion is recurrent. If there are \( h \) holes in \( w[i..N] \), there are at most \( k^h \) completions of \( w[i..N] \). Any completion of \( w[N..i+n] \) must be recurrent, each has length at most \( n \), so there are at most \( r_w(n) \) such completions. Hence there are at most \( k^h r_w(n) \) distinct non-recurrent subwords of length \( n \) starting at position \( i \). Since there are exactly \( N \) possible starting positions for non-recurrent subwords, we see that \( d_w(n) \leq N k^h r_w(n) \). Since \( p_w(n) = r_w(n) + d_w(n) \), the result follows.

One might expect that if \( w \) has a large proportion of recurrent subwords then it might be ultimately recurrent. However, this is not true in general. Consider the word \( w \) that is all \( a \)'s except for \( b \)'s at positions \( H(n) = n^2 - 1 \). Then it is easy to check that \( p_w(n) \) is linear. Also, it is clear that every subword containing at most one \( b \) is recurrent. There are \( n+1 \) such length \( n \) words. Hence both \( r_w(n) \) and \( p_w(n) \) are linear. However, \( w \) is not ultimately recurrent since any subword with at least two \( b \)'s occurs exactly once. Thus the requirement that a word be ultimately recurrent is too restrictive. In fact we can also find a partial word with infinitely many holes such that the same property holds. All that is required is to let the hole function be \( H(n) = \lfloor \alpha^n \rfloor \) with \( \alpha > 2 \) being a real number, and then notice that \( p_w(n) \) is asymptotically linear. Then as before every word with at most one \( b \) is recurrent so that \( r_w(n) = n+1 \). Hence \( p_w(n) \leq C r_w(n) \) for a suitable constant \( C \in \mathbb{R} \).

The above proposition has an easy corollary. We know that we can always find a completion that contains all the recurrent subwords. Thus if \( w \) is ultimately recurrent then there exists a completion \( \hat{w} \) whose complexity function is of the same order of growth as that of \( w \).

Corollary 5. Let \( w \) be an ultimately recurrent infinite partial word. Then there exists a completion \( \hat{w} \) such that \( p_w(n) = \Theta(p_{\hat{w}}(n)) \).

Intuitively, the “closest” that a complexity function can be to another is to be within a constant of that function. Thus, if we could not attain maximal complexity with a completion, the best we could hope for is “off by a constant” complexity. The following proposition shows that this is not possible in general.

Proposition 6. Let \( w \) be a partial word with infinitely many holes. If \( \hat{w} \) is a completion of \( w \) such that \( p_w(n) \leq p_{\hat{w}}(n) + C \) for all \( n > 0 \) and some constant \( C \), then \( \text{Sub}(w) = \text{Sub}(\hat{w}) \) and thus \( p_w(n) = p_{\hat{w}}(n) \).
Proof. For the sake of contradiction, assume there existed \( v \in \text{Sub}_w(n) \) with \( v \notin \text{Sub}_\hat{w}(n) \). Then \( v \uparrow w[i..i+n] \) for some \( i \). Now using the fact that \( w \) contains infinitely many holes, we can chose an index \( m \) such that \( w_n \cdots w_m \) has at least \( h \) holes where \( k^h > C \). Then there are at least \( k^h \) completions of \( vw_n \cdots w_m \). Since \( p_w(n) - p_{\hat{w}}(n) \leq C \) at least one of these completions, call it \( u \), must also be a subword of \( \hat{w} \). But then since \( v \) is a prefix of \( u \) we would necessarily have \( v \in \text{Sub}(\hat{w}) \), a contradiction.

Thus a completion \( \hat{w} \) must satisfy either \( p_w(n) = p_{\hat{w}}(n) \) or the function \( f(n) = p_w(n) - p_{\hat{w}}(n) \) must be unbounded. The above result actually holds more generally. What allows us to prove the above proposition is that we are able to use the holes to create "enough" subwords to overcome the constant \( C \). Thus if we have \( p_w(n) \leq p_{\hat{w}}(n) + \phi(n) \) for some increasing function \( \phi \), then as long as the holes are spaced close enough together we must have \( p_w(n) = p_{\hat{w}}(n) \). Thus the closer spaced the holes become, the farther away a non-maximal completion must be in terms of complexity.

Proposition 7. Let \( w \) be an infinite partial word with hole function \( H(m) \). If \( \hat{w} \) is a completion of \( w \) such that \( p_w(n) \leq p_{\hat{w}}(n) + \phi(n) \) for all \( n > 0 \) and some increasing function \( \phi \) satisfying \( \lim_{n \to \infty} \frac{\phi(H(n))}{n} = 0 \), then \( p_w(n) = p_{\hat{w}}(n) \).

Proof. The proof follows the same general strategy as that of Proposition 6. For the sake of contradiction, suppose there existed \( v \in \text{Sub}_w(n) \) such that \( v \notin \text{Sub}_\hat{w}(n) \). Then \( v \uparrow w[i..i+n] \) for some \( i \). Let \( j \) be the smallest integer such that \( H(j) \geq i + n \). Then choose \( m > j \) such that \( k^{m-j} > \phi(H(m)) \). Then there are at least \( k^{m-j} \) distinct completions of \( vw[i+n..H(m)] \). Since they have length less than \( \phi(H(m)) \) and \( \phi \) is increasing we see that at least one of them, call it \( u \), must be contained in \( \text{Sub}(\hat{w}) \). But since \( v \) is a prefix of \( u \) we see that \( v \in \text{Sub}(\hat{w}) \), a contradiction.

The situation is different for infinite partial words with finitely many holes. If \( w \) has finitely many holes then for each completion there exists a constant \( C \) such that \( p_w(n) \leq p_{\hat{w}}(n) + C \). However, if \( C \) is small enough then it turns out that \( w \) is actually ultimately recurrent.

Proposition 8. Let \( w \) be an infinite partial word with exactly \( h \) holes where \( 1 \leq h < \infty \). If there exists a completion \( \hat{w} \) of \( w \) such that \( p_w(n) \leq p_{\hat{w}}(n) + C \) for all \( n > 0 \) and some constant \( C \) satisfying \( C \leq k^h - 2 \), then \( w \) is ultimately recurrent.

Proof. We show that \( v = \sigma_{H(h)}(w) \) is recurrent. We show that every finite prefix of \( v \) occurs at least twice. Consider \( v[0..n] \). Then there are \( k^h \) distinct completions of \( w[0..H(h)]v[0..n] \). Since \( C \leq k^h - 2 \) at least two of these completions must be subwords of \( \hat{w} \). Thus at least one is not compatible with a prefix of \( \hat{w} \). Let \( u \) be this subword. Then there must exist some \( i > 0 \) such that \( u = \hat{w}[i..i+|u|] \). Since \( v[0..n] \) is a suffix of \( u \) this implies that there exists \( j > 0 \) such that \( v[0..n] = v[j..j+n] \) so that every finite prefix of \( v \) occurs twice.

The following is a strengthening of Theorem 5.

Theorem 7. Let \( w \) be a partial word with infinitely many holes. Then \( w \) is recurrent if and only if there exists a completion \( \hat{w} \) and constant \( C \) such that \( p_w(n) \leq p_{\hat{w}}(n) + C \) for all \( n > 0 \).

Proof. The forward implication is a direct consequence of Theorem 6. For the backward implication, if \( p_w(n) \leq p_{\hat{w}}(n) + C \) then Proposition 6 implies that \( \text{Sub}(w) = \text{Sub}(\hat{w}) \). Then Theorem 6 implies that \( w \) is recurrent.
Intuitively Theorem 7 shows us that we cannot get too close (i.e., off by a constant) to the complexity of \( w \) with a completion unless \( w \) is recurrent. In fact, the conditions in the previous theorems are actually stronger than what is needed. In order to show recurrence of \( w \) we only need to be able to find completions \( \hat{w} \) that stay close to \( p_\omega(n) \) for arbitrarily large \( n \). This is made precise in the following lemma.

**Lemma 1.** Let \( w \) be a partial word with infinitely many holes. Suppose that for each \( N > 0 \) there exists a completion \( \hat{w} \) such that \( p_w(n) = p_{\hat{w}}(n) \) for all \( n \leq N \). Then \( w \) is recurrent.

**Proof.** By Proposition 1 it suffices to show that each subword appears at least twice. We argue by contradiction. Suppose there exists a subword \( v \in \text{Sub}_w(n) \) that appears only once. Say \( v \uparrow w[i..i+n] \). Since \( w \) has infinitely many holes there exists a smallest index \( j \geq i+n \) such that \( w(j) = \omega \). Now choose a completion \( \hat{w} \) such that \( p_w(m) = p_{\hat{w}}(m) \) for all \( m \leq j+1 \). Choose \( a \in A \) such that \( a \neq \hat{w}_j \). Then consider \( u = vw[i+n..j]a \). Then \( |u| \leq j+1 \) so that \( u \) is a subword of \( \hat{w} \). Thus \( u \) must appear somewhere in \( \hat{w} \). But it cannot appear starting at position \( i \). Thus there must exist another position \( i' \) such that \( u = \hat{w}[i'..i' + |u|] \). But then \( v \uparrow w[i'..i' + n] \) so that \( v \) appears twice in \( w \), a contradiction.

We can now use the above lemma to prove a stronger version of Theorem 7.

**Corollary 6.** Let \( w \) be a partial word with infinitely many holes. Suppose there exists a constant \( C \) such that for each \( N > 0 \) there exists a completion \( \hat{w} \) such that \( p_w(n) \leq p_{\hat{w}}(n) + C \) for all \( n \leq N \). Then \( w \) is recurrent.

**Proof.** We reduce the proof to an application of Lemma 1. For each \( n > 0 \), we find a completion \( \hat{w} \) such that \( p_w(n) = p_{\hat{w}}(n) \) which allows us to apply the lemma. Fix \( n \). Now choose \( N \) such that all subwords of \( w \) of length \( n \) appear in \( w[0..N] \). Now choose \( M \) such that \( w[N..M] \) has at least \( h \) holes where \( k^h > C \). Then choose \( \hat{w} \) such that \( p_w(m) \leq p_{\hat{w}}(m) + C \) for all \( m \leq M \). Now we claim that \( p_w(n) = p_{\hat{w}}(n) \). Choose \( v \in \text{Sub}_w(n) \). Now complete \( w[0..N] \) such that \( v \) appears as a subword. Call this completed subword \( u \). Then there are at least \( k^h \) completions of \( uv[N..M] \). Hence since \( p_w(n) \leq p_{\hat{w}}(n) + C \) at least one completion must be a subword of \( \hat{w} \). Since \( v \) is a prefix of \( u \) this implies \( v \in \text{Sub}(\hat{w}) \). Thus \( \text{Sub}_w(n) = \text{Sub}_{\hat{w}}(n) \) and hence \( p_w(n) = p_{\hat{w}}(n) \). All that remains is to apply the lemma to conclude that \( w \) is recurrent.

A similar argument provides a generalization of Proposition 7.

**Proposition 9.** Let \( w \) be an infinite partial word with hole function \( H(m) \) and let \( \varphi \) be an increasing function. If for each \( N > 0 \) there exists a completion \( \hat{w} \) such that \( p_w(n) \leq p_{\hat{w}}(n) + \varphi(n) \) for all \( n \leq N \) and \( \lim_{n \to \infty} \frac{\varphi(H(n))}{\varphi(n)} = 0 \), then \( p_w(n) = p_{\hat{w}}(n) \) and \( w \) is recurrent.

Another question that one may ask is how the complexity of a completion \( p_{\hat{w}}(n) \) relates to the recurrence function \( r_w(n) \) for the original partial word \( w \). If the complexity of all completions is bounded by \( r_w(n) \) (up to a constant) then it turns out that \( w \) is actually ultimately recurrent. The following theorem states this rigorously.

**Theorem 8.** Let \( w \) be an infinite partial word. Then \( w \) is ultimately recurrent if and only if for each completion \( \hat{w} \) there exists a constant \( C \) such that \( p_{\hat{w}}(n) \leq r_w(n) + C \) for all \( n > 0 \).

**Proof.** Suppose \( w \) is ultimately recurrent. Then there exists \( C \) such that \( \sigma_C(w) \) is recurrent. Then consider any completion \( \hat{w} \). Any subword starting at an index \( i \geq C \) is contained in \( R\text{Sub}(w) \). Thus the only possible subwords in \( \text{Sub}(\hat{w}) \) \( R\text{Sub}(w) \) must occur starting at positions \( 0 \leq i < C \). There are at most \( C \) such subwords. Thus \( p_{\hat{w}}(n) \leq r_w(n) + C \). Now suppose for each completion \( \hat{w} \) there exists a constant \( C \) such that \( p_{\hat{w}}(n) \leq r_w(n) + C \) for all \( n > 0 \). The intuition of the proof is as follows. If \( w \) is not ultimately
recurrent we can find as many non-recurrent subwords as we like. This allows us to find a completion \( \hat{w} \) that contains all the recurrent subwords and have \( p_w(n) - r_w(n) \) be unbounded.

For the sake of contradiction, assume \( w \) is not ultimately recurrent. Then let \( \{w_n\} \) be an enumeration of the elements of \( \text{RSub}(w) \). Since \( w \) is not ultimately recurrent we can choose a non-recurrent subword \( v_0 \). Let \( i_0 \) be an index such that \( v_0 \) is not a subword of \( \sigma_{i_0}(w) \). Complete \( w[0..i_0) \) so that it contains \( v_0 \) as a subword. Now choose \( j_0 \) such that \( v_0 \) is a subword of \( w[i_0..j_0) \). Complete \( w[i_0..j_0) \) so that \( v_0 \) is a subword. Now since \( w \) is not ultimately recurrent there exists a non-recurrent subword \( v_1 \) appearing in \( \sigma_{j_0}(w) \) with \( |v_1| \geq |v_0| \). Choose \( i_1 \) such that \( v_1 \) is not a subword of \( \sigma_{i_1}(w) \). Complete \( w[j_0..i_1) \) such that \( v_1 \) appears as a subword. Now choose \( j_1 \) such that \( v_1 \) is a subword of \( w[j_0..i_1) \) and complete it so that \( v_1 \) appears as a subword. Continuing on in this way we see that \( \hat{w} \) contains all the recurrent subwords and infinitely many non-recurrent subwords. Now fix a \( C \). Choose \( m = |v_C| \). Then each \( v_i \) for \( 0 \leq i \leq C \) contributes (by extending to the right) a length \( m \) subword. In addition each of these is non-recurrent. Also they are all distinct since otherwise they would have to have matching prefixes, a contradiction. Hence \( p_{\hat{w}}(m) \geq C + 1 + r_w(m) \). Thus for this completion there exists no constant \( C \) such that \( p_w(n) \leq r_w(n) + C \) for all \( n > 0 \), a contradiction.

We can actually strengthen the above theorem. The proof above shows that if \( w \) is ultimately recurrent then the same \( C \) works for all completions \( \hat{w} \). In other words the bound is uniform across completions. We state this in a corollary.

**Corollary 7.** Let \( w \) be an infinite partial word. If \( w \) is ultimately recurrent, then there exists a constant \( C \) such that \( p_{\hat{w}}(n) \leq r_w(n) + C \) for all \( n > 0 \) and all completions \( \hat{w} \) of \( w \).

Oftentimes if every completion of an infinite partial word \( w \) has a certain property, then \( w \) has it as well. In particular this property holds with respect to ultimate recurrence.

**Proposition 10.** Let \( w \) be an infinite partial word. Then \( w \) is ultimately recurrent if every completion \( \hat{w} \) is ultimately recurrent.

**Proof.** If \( w \) is not ultimately recurrent, then the completion constructed in the proof of Theorem 8 is not ultimately recurrent.

We now introduce the notion of a **most complex completion.** The motivation is that this concept helps us understand the role of recurrent subwords in completions. Let \( w \) be an infinite partial word. We say that \( \hat{w} \) is a most complex completion of \( w \) if for all completions \( \hat{w} \) of \( w \) and all \( n > 0 \) we have \( p_w(n) \leq p_{\hat{w}}(n) \). In general a most complex completion of an infinite partial word may not exist. However, assuming that \( w \) possesses such a completion we have the following result which states that a most complex completion must contain all the recurrent subwords. The intuition here is straightforward. In a rough sense one gets the recurrent subwords of \( w \) for free. We can delay putting them in the completion for arbitrarily long, and they still occur after that for us to capture. Thus it is not difficult to construct a completion of higher complexity if this is not the case.

**Proposition 11.** Let \( w \) be an infinite partial word. If \( \hat{w} \) is a most complex completion, then \( \text{RSub}(w) \subset \text{Sub}(\hat{w}) \).

**5 Conclusion**

Intuitively all the above work culminates to show that completions can achieve complexities equal (or “close”) to that of the original partial word if and only if the word is recurrent or ultimately recurrent.
Another interesting avenue of research would be to investigate whether a relation exists between the growth of $r_w(n)$ and that of $p_w(n)$. Although it would be nice, the answer seems to be no. Given any constant $\delta < 1$ we can find a partial word with infinitely many holes such that $r_w(n) / p_w(n) \to \delta$. Also, even if we impose the restriction that $r_w(n)$ be linear then we still have a fair bit of freedom with the complexity of $p_w(n)$. In particular we can make it so that asymptotically $p_w(n)$ attains any polynomial complexity. We can also attain some intermediate complexities, i.e. functions of the form $2^{\sqrt{n}}$. The construction of these examples is actually quite simple. You just have a word that is all $a$’s with holes at positions $H(n) = 1$. Since the hole functions in all of our constructions are eventually increasing we see that any word with at least two $b$’s is not recurrent. Since there are exactly $n + 1$ words of length $n$ with at most one $b$ we see that $r_w(n) = n + 1$. By controlling the growth of $H(n)$ we can control the growth of $p_w(n)$. The slower $H(n)$ grows the faster $p_w(n)$ grows.
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