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Watson-Crick (WK) finite automata are working on a Watson-Crick tape, that is, on a DNA molecule.
Therefore, it has two reading heads. While in traditional WK automata both heads read the whole
input in the same physical direction, in 5′→ 3′ WK automata the heads start from the two extremes
and read the input in opposite direction. In sensing 5′ → 3′ WK automata the process on the input
is finished when the heads meet. Since the heads of a WK automaton may read longer strings in a
transition, in previous models a so-called sensing parameter took care for the proper meeting of the
heads (not allowing to read the same positions of the input in the last step). In this paper, a new model
is investigated, which works without the sensing parameter (it is done by an appropriate change of
the concept of configuration). Consequently, the accepted language classes of the variants are also
changed. Various hierarchy results are proven in the paper.

1 Introduction

DNA computing provides relatively new paradigms of computation [1, 11] from the end of the last
century. In contrast, automata theory is one of the base of computer science. Watson-Crick-automata
(abbreviated as WK automata), as a branch of DNA computing was introduced in [3]; they relate to
both mentioned fields: they have important relation to formal language and automata theory. More
details can be found in [11] and [2]. WK automata work on double-stranded tapes called Watson-Crick
tapes (i.e., DNA molecules), whose strands are scanned separately by read-only heads. The symbols in
the corresponding cells of the double-stranded tapes are related by (the Watson-Crick) complementarity
relation. The relationships between the classes of the Watson-Crick automata are investigated in [3, 11,
4]. The two strands of a DNA molecule have opposite 5′ → 3′ orientation. Considering the reverse
and the 5′→ 3′ variants, they are more realistic in the sense, that both heads use the same biochemical
direction (that is opposite physical directions) [3, 6, 5]. Some variations of the reverse Watson-Crick
automaton with sensing power which tells whether the upper and the lower heads are within a fixed
distance (or meet at the same position) are discussed in [6, 7, 8, 9]. Since the heads of a WK automaton
may read longer strings in a transition, in these models the sensing parameter took care of the proper
meeting of the heads by sensing if the heads are close enough to meet in the next transition step.

The motivation of the new model is to erase the rather artificial term of sensing parameter from the
model. By the sensing parameter one can ‘cheat’ to allow only special finishing transitions, and thus, in
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the old model the all-final variants have the same accepting power as the variants without this condition.
Here, the accepted language classes of the new model are analyzed. Variations such as all-final, simple,
1-limited, and stateless 5′→ 3′ Watson-Crick automata are also detailed.

2 Preliminaries, Definitions

We assume that the reader is familiar with basic concepts of formal languages and automata, otherwise
she or he is referred to [12]. We denote the empty word by λ .

The two strands of the DNA molecule have opposite 5′→ 3′ orientations. For this reason, it is worth
to take into account a variant of Watson-Crick finite automata that parse the two strands of the Watson-
Crick tape in opposite directions. Figure 1 indicates the initial configuration of such an automaton.

Figure 1: A sensing 5′→ 3′ WK automaton in the initial configuration and in an accepting configuration
(with a final state q).

The 5′→ 3′ WK automaton is sensing, if the heads sense that they are meeting.
Formally, a Watson-Crick automaton is a 6-tuple M = (V,ρ,Q,q0,F,δ ), where:

• V is the (input) alphabet,

• ρ ⊆V ×V denotes a complementarity relation,

• Q represents a finite set of states,

• q0 ∈ Q is the initial state,

• F ⊆ Q is the set of final (accepting) states and

• δ is called transition mapping and it is of the form δ : Q×
(

V ∗

V ∗

)
→ 2Q, such that it is non empty

only for finitely many triplets (q,u,v),q ∈ Q,u,v ∈V ∗.

In sensing 5′ → 3′ WK automata every pair of positions in the Watson-Crick tape is read by exactly
one of the heads in an accepting computation, and therefore the complementarity relation cannot play
importance, instead, we assume that it is the identity relation. Thus, it is more convenient to consider
the input as a normal word instead the double stranded form. Note here that complementarity can be
excluded from the traditional models as well, see [4] for details.
Let us define the radius of an automaton by r which shows the maximum length of the substrings of the
input that can be read by the automaton in a transition. A configuration of a Watson-Crick automaton is a
pair (q,w) where q is the current state of the automaton and w is the part of the input word which has not
been processed (read) yet. For w′,x,y ∈ V ∗,q,q′ ∈ Q, we write a transition between two configurations
as:
(q,xw′y)⇒ (q′,w′) if and only if q′ ∈ δ (q,x,y). We denote the reflexive and transitive closure of the
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relation⇒ by⇒∗. Therefore, for a given w ∈V ∗, an accepting computation is a sequence of transitions
(q0,w)⇒∗ (qF ,λ ), starting from the initial state and ending in a final state. The language accepted by a
WK automaton M is:
L(M) = {w ∈V ∗ | (q0,w)⇒∗ (qF ,λ ),qF ∈ F}. The shortest nonempty word accepted by M is denoted
by ws, if it is uniquely determined or any of them if there are more than one such word(s).
There are some restricted versions of WK automata which can be defined as follows:

• N: stateless, i.e., with only one state: if Q = F = {q0};
• F: all-final, i.e., with only final states: if Q = F ;

• S: simple (at most one head moves in a step) δ : (Q× ((λ ,V ∗)∪ (V ∗,λ )))→ 2Q.

• 1: 1-limited (exactly one letter is being read in each step) δ : (Q× ((λ ,V )∪ (V,λ )))→ 2Q.

Additional versions can be determined using multiple constrains such as F1, N1, FS, NS WK automata.
Now, as an example, we show the language L = {anbm | n,m ≥ 0} that can be accepted by an N1

sensing 5′→ 3′ WK automaton (Figure 2).

Figure 2: A sensing 5′→ 3′ WK automaton of type N1 accepting the language {anbm | n,m≥ 0}.

3 Hierarchy by sensing 5′→ 3′ WK automata

Theorem 1. The following classes of languages coincide:

• the class of linear context-free languages defined by linear context-free grammars,

• the language class accepted by sensing 5′→ 3′ WK finite automata,

• the class of languages accepted by S sensing 5′→ 3′ WK automata,

• the class of languages accepted by 1 sensing 5′→ 3′ WK automata.

Proof. For DNA computing reasons (and for simplicity) we work with λ -free languages. The proof is
constructive, first we show that the first class is included in the last one. Let G = (N,T,S,P) be a linear
context-free grammar having productions only in the forms A→ aB,A→Ba,A→ a with A,B∈N, a∈ T .
Then the 1 sensing 5′→ 3′ WK automaton M = (T, id,N∪{q f },S,{q f },δ ) is defined with B∈ δ (A,u,v)
if A→ uBv ∈ P and q f ∈ δ (A,u,λ ) if A→ u ∈ P (u,v ∈ T ∪{λ}). Clearly, each (terminated) derivation
in G coincides to a(n accepting) computation of M, and vice versa. Thus the first class is included in the
last one.

The inclusions between the fourth, third and second classes are obvious by definition. To close the
circle, we need to show that the second class is in the first one. Let the sensing 5′→ 3′ WK automaton
M = (V, id,Q,q0,F,δ ) be given. Let us construct the linear context-free grammar G = (Q,V,q0,P) with
productions: p→ uqv if q ∈ δ (q,u,v) and p→ uv ∈ P if q ∈ δ (q,u,v) and q ∈ F (p,q ∈ Q, u,v ∈
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V ∗). Again, the (accepting) computations of M are in a bijective correspondence to the (terminated)
derivations in G. Thus, the proof is finished.

Based on the previous theorem we may assume that the considered sensing 5′ → 3′ WK automata
have no λ -movements, i.e., at least one of the heads is moving in each transition.

Lemma 1. Let M be an F1 sensing 5′→ 3′ WK automaton and let the word w ∈V+ that is in L(M). Let
|w|= k, then for each l, where 0≤ l ≤ k, there is at least one word wl ∈ L(M) such that |wl|= l.

Proof. According to the definition of F1 sensing 5′→ 3′ WK automaton, w can be accepted in k steps
such that in each step, the automaton can read exactly one letter. Moreover, each state is final, therefore
by considering the first l steps of the k steps, the word wl = w′lw

′′
l is accepted by M, where w′l is read by

the left head and w′′l is read by the right head during these l steps, respectively.

Remark 1. Since, by definition, every N1 sensing 5′ → 3′ WK automaton is F1 WK automaton at the
same time, Lemma 1 applies for all N1 sensing 5′→ 3′ WK automata also.

Theorem 2. The class of languages that can be accepted by N1 sensing 5′→ 3′ WK automata is properly
included in the language class accepted by NS sensing 5′→ 3′ WK automata.

Proof. Obviously, these automata have exactly one state. In NS machines, the reading head may read
some letters in a transition, while the input should be read letter by letter by N1 machines. The language
L = {a3nb2m | n,m≥ 0} proves the proper inclusion. In this language ws is bb and in an NS automaton it
can be accepted by any of the following transitions: (bb,λ ), (λ ,bb). Although by Lemma 1, ws cannot
be the shortest nonempty accepted word in a language accepted by an N1 sensing 5′→ 3′ WK automaton.
Figure 3 shows that language L can be accepted by an NS sensing 5′→ 3′ WK automaton. Therefore,
the proper inclusion stated in the theorem is proven.

Figure 3: A sensing 5′→ 3′ WK automaton of type NS accepting the language {a3nb2m | n,m≥ 0}.

Theorem 3. The class of languages that can be accepted by NS sensing 5′→ 3′ WK automata is properly
included in the language class accepted by N sensing 5′→ 3′ WK automata.

Proof. The language L = {a(2n+m)b(2m+n) | n,m ≥ 0} proves the proper inclusion. Suppose that there
is an NS sensing 5′ → 3′ WK automaton that accepts L. The NS sensing 5′ → 3′ WK automaton has
exactly one state and one of the heads can move at a time. The ws of L is aab (or abb). It can be accepted
by one of the following loop transitions: (aab,λ ), (λ ,aab), (abb,λ ) or (λ ,abb) by an NS sensing
5′ → 3′ WK automaton. Each of the mentioned transitions can lead to accept different language from
the language {a(2n+m)b(2m+n) | n,m ≥ 0}. For instance, using several times the transition (aab,λ ), the
language {(aab)n | n ≥ 0} is accepted which is not a subset of the language L. Therefore, the language
{a(2n+m)b(2m+n) | n,m≥ 0} cannot be accepted by NS sensing 5′→ 3′ WK automata. Figure 4 shows that
this language can be accepted by an N sensing 5′→ 3′ WK automaton. Hence, the theorem holds.
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Figure 4: An N sensing 5′→ 3′WK automaton of type N accepting the language {a2n+mb2m+n | n,m≥ 0}.

Now the concept of sensing 5′→ 3′ WK automata with sensing parameter is recalled [7, 9]. Formally,
a 6-tuple M = (V,ρ,Q,q0,F,δ ′) is a sensing 5′→ 3′ WK automaton with sensing parameter, where, V ,
ρ , Q, q0 and F are the same as in our model and δ ′ is the transition mapping defined by the sensing
condition in the following way:

δ ′ :
(

Q×
(

V ∗

V ∗

)
×D

)
→ 2Q, where the sensing distance set is indicated by D = {0,1, . . . ,r,+∞}

where r is the radius of the automaton. In δ ′, the distance between the two heads is used from the set D
if it is between 0 and r, and +∞ is used, when the distance of the two heads is more than r. In this way,
the set D is an efficient tool and it controls the appropriate meeting of the heads: When the heads are
close to each other only special transitions are allowed.

The next three theorems highlight the difference between the new model and the model with sensing
parameter.

Theorem 4. The class of languages that can be accepted by F1 sensing 5′→ 3′ WK automata is properly
included in the language class of FS sensing 5′→ 3′ WK automata.

Proof. Obviously, all states of these automata are final and F1 sensing 5′→ 3′ WK automata should read
the input letter by letter, while FS sensing 5′→ 3′ WK automata may read some letters in a transition.
To show proper inclusion, consider the language L = {(aa)n(bb)m |m≤ n≤m+1,m≥ 0}. The word ws

can be aa and by Lemma 1, ws cannot be the shortest nonempty accepted word for an F1 sensing 5′→ 3′

WK automaton. However, L can be accepted by an FS sensing 5′→ 3′ WK automaton as it is shown in
Figure 5. The theorem is proven.

Figure 5: A sensing 5′→ 3′ WK automaton of type FS accepting the language {(aa)n(bb)m | m ≤ n ≤
m+1,m≥ 0}.

Theorem 5. The language class accepted by FS sensing 5′→ 3′ WK automata is properly included in
the language class of F sensing 5′→ 3′ WK automata.

Proof. The language L = {a2n+qc4mb2q+n | n,q ≥ 0,m ∈ {0,1}} proves the proper inclusion. Let us
assume, contrary that L is accepted by an FS sensing 5′ → 3′ WK automaton. Let the radius of this
automaton be r. Let w= a2n+qb2q+n ∈ L with n,q≥ r such that |w|= 3n+3q> r. Then the word w cannot
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be accepted by using only one of the transitions (from the initial state q0), i.e., δ (q0,a2n+qb2q+n,λ ) or
δ (q0,λ ,a2n+qb2q+n) is not possible. Therefore, by considering the position of the heads after using any
of the transitions from the initial state q0 in FS sensing 5′→ 3′ WK automaton (all states are final and one
of the heads can move), it is clear that either a prefix or a suffix of w with length at most r is accepted by
the automaton. But neither a word from a+, nor from b+ is in L. This fact contradicts to our assumption,
hence L cannot be accepted by any FS sensing 5′→ 3′ WK automata. However, it can be accepted by F
5′→ 3′ WK automata, since the two heads can move at the same time and they can read both blocks of
a’s and b’s simultaneously. In Figure 6, an all-final 5′→ 3′ WK automaton can be seen which accepts
L.

Figure 6: A sensing 5′ → 3′ WK automaton of type F accepting the language {a2n+qc4mb2q+n | n,q ≥
0,m ∈ {0,1}}.

The following result also shows that the new model differs from the one that is using the sensing
parameter in its transitions.

Theorem 6. The language class accepted by F sensing 5′→ 3′ WK automata is properly included in the
language class of sensing 5′→ 3′ WK automata.

Proof. The language L = {ancbnc | n≥ 1} can be accepted by a sensing 5′→ 3′ WK automaton (without
restrictions) (see Figure 7). Now we show that there is no F sensing 5′ → 3′ WK automaton which
accepts L. Assume the contrary that the language L is accepted by an F sensing 5′→ 3′ WK automaton.
Let the radius of the automaton be r. Let w = amcbmc ∈ L with m ≥ r. Thus the word w cannot be
accepted by applying exactly one transition from the initial state q0. Now, suppose that there exists
q ∈ δ (q0,w1,w2) such that w can be accepted by using transition(s) from q. Since in F sensing 5′→ 3′

WK automaton all states are final, then the concatenation of w1 and w2 is accepted, thus, it must be in L
(i.e. w1w2 ∈ L). Therefore w1w2 = am′cbm′c where 2m′+2≤ r≤m. To expand both blocks a+ and b+ to
continue the accepting path of w, the left head must be before/in/right after the subword am′ , and the right
head must be right before/in/right after the subword bm′ . However, this is contradicting the fact that the
two heads together already read am′cbm′c. Hence, it is not possible to accept w by an F sensing 5′→ 3′

WK automaton and the language L cannot be accepted by an F sensing 5′→ 3′ WK automaton.

Figure 7: A sensing 5′→ 3′ WK automaton accepts the language {ancbnc | n≥ 1}.
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Proposition 1. The language L = {anbm | n = m or n = m+1} can be accepted by F1 sensing 5′→ 3′

WK automata, but cannot be accepted by N1, NS and N sensing 5′→ 3′ WK automata.

Proof. As it is shown in Figure 8, L can be accepted by an F1 sensing 5′→ 3′ WK automaton. Suppose
that L can be accepted by an N sensing 5′→ 3′ WK automaton. The ws of L is a, therefore at least one
of the loop-transitions (a,λ ) and (λ ,a) is possible from the only state. Since this automaton has only
one state, using any of these transitions leads to accept an for any n ≥ 2 which are not in L. Thus this
language cannot be accepted by an N, N1, NS sensing 5′→ 3′ WK automaton.

Figure 8: An F1 sensing 5′→ 3′ WK automaton accepts the language L = {anbm | n = m or n = m+1}.

Remark 2. The following statements follow from Proposition 1:

(a) The class of languages that can be accepted by N1 sensing 5′ → 3′ WK automata is properly
included in the language class accepted by F1 sensing 5′→ 3′ WK automata.

(b) The class of languages that can be accepted by NS sensing 5′ → 3′ WK automata is properly
included in the language class accepted by FS sensing 5′→ 3′ WK automata.

(c) The class of languages that can be accepted by N sensing 5′ → 3′ WK automata is properly in-
cluded in the language class accepted by F sensing 5′→ 3′ WK automata.

3.1 Incomparability results

Theorem 7. The class of languages that can be accepted by N sensing 5′→ 3′ WK automata is incom-
parable with the classes of languages that can be accepted by FS and F1 sensing 5′→ 3′ WK automata
under set theoretic inclusion.

Proof. The language L = {wwR | w ∈ {a,b}∗} can be accepted by an N sensing 5′→ 3′ WK automaton
(Figure 9). Suppose that an FS sensing 5′ → 3′ WK automaton accepts L. Let the radius of this au-
tomaton be r. Let w2 = w1wR

1 ∈ L with w1 = (bbbaaa)m and m > r. The word w2 cannot be accepted
by using only one of the transitions from the initial state q0, i.e., δ (q0,w1wR

1 ,λ ) or δ (q0,λ ,w1wR
1 ) is

not possible (because the length of w2 ). Therefore there exists either q ∈ δ (q0,w3wR
3 ,λ ), w3 ∈ V ∗ or

q ∈ δ (q0,λ ,w3wR
3 ), w3 ∈V ∗ such that w2 can be accepted by using transition(s) from q. Since the word

w3wR
3 should be in the language L (i.e., it is an even palindrome) and the length of bbb and aaa patterns

in w2 is odd, the only even palindrome proper prefix (suffix) of w2 is bb. Thus w3wR
3 = bb must hold.

Without loss of generality, assume that there exists q ∈ δ (q0,bb,λ ) in the automaton. By continuing
the process, we must have at least one of q′ ∈ δ (q,w4,λ ) or q′ ∈ δ (q,λ ,w4) such that bbw4 ∈ L and
w4 is either the prefix or the suffix of the remaining unread part of word w2, i.e., ba3(b3a3)m−1(a3b3)m,
with length less than m. Clearly, w4 cannot be a prefix, and it can be only the suffix bb. Thus, in q′ the
unprocessed part of the input is ba3(b3a3)m−1(a3b3)m−1a3b. Now the automaton must read a prefix or
a suffix of this word, let us say w5 such that bbw5bb ∈ L, that is w5 itself is an even palindrome, and its
length is at most r < m. But such a word does not exist, the length of bbb and aaa patterns in the unread
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Table 1: Some specific languages belonging to language classes accepted by various classes of WK
automata. Reference to figures indicate a specific automaton that accept the given language. 7 indicates
that the language cannot be accepted by the automata type of the specific column. Trivial inclusions are
also shown, e.g., in the first line N1 in, e.g., column F means that every N1 automaton is, in fact, also an
F automaton.

Language N1 NS N F1 FS F WK

{anbm | n,m≥ 0} Fig. 2 N1 N1 N1 N1 N1 N1

{a3nb2m | n,m≥ 0} 7 Fig. 3 NS 7 NS NS NS

{wwR | w ∈ {a,b}∗} 7 7 Fig. 9 7 7 N N

{anbm | n = m or n = m+1} 7 7 7 Fig. 8 F1 F1 F1

{(aa)n(bb)m |m≤ n≤m+1,m≥ 0} 7 7 7 7 Fig. 5 FS FS

{a2n+qc4mb2q+n | n,q≥ 0,m ∈
{0,1}}

7 7 7 7 7 Fig. 6 F

{ancbnc | n≥ 1} 7 7 7 7 7 7 Fig. 7

part is odd and their length is more than r. We have arrived to a contradiction, thus L cannot be accepted
by any FS sensing 5′→ 3′ WK automaton.

To prove the other direction, let us consider the language L = {anbm | n = m or n = m+ 1}. This
language can be accepted by an F1 sensing 5′→ 3′ WK automaton as it is shown in Figure 8. Moreover,
by Proposition 1 this language cannot be accepted by any N sensing 5′→ 3′ WK automata.

Figure 9: A sensing 5′ → 3′ WK automaton of type N accepting the language of even palindromes
{wwR | w ∈ {a,b}∗}.

Theorem 8. The language class accepted by NS sensing 5′→ 3′ WK automata is incomparable with the
language class accepted by F1 sensing 5′→ 3′ WK automata.

Proof. Consider the language L = {a3nb2m | n,m≥ 0}. An NS sensing 5′→ 3′ WK automaton can move
one of its heads at a time. Therefore it can read three a’s by the left head or two b’s by the right head (see
Figure 3). Although, according to Lemma 1, ws is bb and it cannot be the shortest nonempty accepted
word for an F1 sensing 5′→ 3′ WK automaton. Therefore, this language cannot be accepted by an F1
sensing 5′→ 3′ WK automaton.

Now let us consider the language L = {anbm | n = m or n = m+1}. This language can be accepted
by an F1 sensing 5′→ 3′ WK automaton as it is shown in Figure 8. By Proposition 1, it is already shown
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Figure 10: Hierarchy of sensing 5′→ 3′ WK finite automata languages in a Hasse diagram (the language
classes accepted by various types of sensing 5′→ 3′ WK finite automata, the types of the automata are
displayed in the figure with the abbreviations: N: stateless, F: all-final, S: simple, 1: 1-limited; Lin
stands for the class of linear context-free languages). Labels on the arrows indicate where the proof of
the proper containment was presented (Th stands for Theorems, Re stands for Remark). The language
classes for which the containment is not shown are incomparable.

that L cannot be accepted by any N sensing 5′→ 3′ WK automata and obviously it cannot be accepted
by any NS sensing 5′→ 3′ WK automata, neither.

4 Conclusion

Comparing the new model to the old models we should mention that the general model (the automata
without using any restrictions) has the same accepting power, i.e., the linear context-free languages,
as the old sensing 5′ → 3′ WK automata model with sensing parameter. However, by our proofs, the
new model gives a more finer hierarchy, as it is displayed in Figure 10. Table 1 gives some specific
languages that separate some of the language classes. Further comparisons of related language classes
and properties of the language classes defined by the new model are left to the future: in a forthcoming
paper the deterministic variants are addressed. It is also an interesting idea to see the connections of
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other formal models and our WK automata, e.g., similarities with some variants of Marcus contextual
grammars [10] can be established.
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