A Formulation of the Potential for
Communication Condition using C?KA *

Jason Jaskolka Ridha Khedri

Department of Computing and Software, Faculty of Engimegri
McMaster University, Hamilton, Ontario, Canada

jaskolj@mcmaster.ca khedri@mcmaster.ca

An integral part of safeguarding systems of communicatgené from covert channel communica-
tion is having the ability to identify when a covert channeayrexist in a given system and which
agents are more prone to covert channels than others. Ipapér, we propose a formulation of one
of the necessary conditions for the existence of covert mélan the potential for communication
condition. Then, we discuss when the potential for commatioa is preserved after the modifica-
tion of system agents in a potential communication path.dpproach is based on the mathematical
framework of Communicating Concurrent Kleene Algebra{g). While existing approaches only
consider the potential for communication via shared emvirents, the approach proposed in this
paper also considers the potential for communication viaregl stimuli.
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1 Introduction and Motivation

Today we are faced with large and complex networks, congistf numerous communicating agents
which have the ability to harbour countless covert commativa channels. A covert channel refers
to any communication means that allows an agent to transfernnation in a manner that violates a
system’s security policy [31]. We can imagine a complex mekwof communicating agents organised in
such a way that covert communication can be widespreadsattre®ntire network and which can utilise
a number of different communication mediums, channelsteeithiques as depicted by the perception of
covert channel communication givenlin[13]. The existerfamwert communication channels introduces
a number of security concerns such as confidentiality caiscend economical concerns. [n]15], we
presented a set of informal conditions which are necessarthé existence of covert communication
channels in systems of communicating agents. In such sgsiéthere exists a covert communication
channel, then theonstraint on communicatioandpotential for communicationonditions are satisfied.
In this paper, we focus on providing a formulation of the ptitd for communication condition. The
potential for communication condition states that if thexésts the possibility for information to flow
from one agent to another through the synchronisation agdeseing of events in a system, then the
agents have the potential for communication.

Currently, covert channels are poorly understdod [13].r&laee shortcomings in the science, math-
ematics, and fundamental theory to deal with covert channahodern computer systems [32]. One of
the first steps towards uncovering whether covert chanma@l€xist in a given system of communicating
agents is to identify which agents have the potential formamication. There are a limited number of
existing approaches for identifying potential for comnuation in systems of communicating agents.
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Those that do exist are typically information theoretic raghes (e.q. [2, 8] 4] 7,123,124 25| 26, 28]).
These approaches attempt to identify potential for comoaiian by looking for positive capacity chan-
nels that may exist among system agents. However, the nofichannel capacity is an insufficient
stand-alone measure for the existence of covert charin@]s 4% motivation for this argument, an ex-
ample of a zero capacity channel is given[in/[28], on which amssage can be sent, thus illustrating
that knowing that the capacity is zero does not ensure tlegie tis no potential for communication.
Other existing approaches view potential for communicafrom the perspective of information flows
(e.g., [20[21]). However, these approaches only considemeunication via shared environments by
examining the dependencies between shared events.

The formulation proposed in this paper is based on the matheah framework of Communicating
Concurrent Kleene Algebra é&A) [1L6] [17] which is an extension of the work of Hoare et &l.[9310),
[171]. This framework provides a means for specifying systefmommunicating agents and allows for
the separation of communicating and concurrent behavioarsystem and its environment. Because of
this, we are able to consider the potential for communicasimongst agents from two complementary
perspectives. First, we consider the potential for comwation via external stimuli which examines
how stimuli generated from one agent in the system are aliélt@nce the behaviour of other agents in
the system. Second, we consider the potential for commiimiceia shared environments which studies
how communication can occur through shared events/vagabhd the dependencies between them.
By formulating the potential for communication conditioor fcovert channel existence usingk@,
we can formally verify the satisfaction of the condition fmrgiven system of communicating agents.
The proposed formulation can serve as the basis for devejagdfective and efficient mechanisms for
mitigating covert channels in systems of communicatingnegye This can allow us to strengthen the
design of systems so that they are more robust against ahanhels.

The remainder of this paper is organised as follows. Se@tigines the required background of covert
channel communication anc?KA. Sectior(3 provides a formulation of the potential for aoomication
condition using KA. Section[4 discusses the proposed formulation along veiited work. Finally,
Sectior b draws conclusions and provides the highlightsiofuture work.

2 Background
2.1 Covert Channel Communication

A covert channel is any communication means that allowsinédion to be transferred by system agents
in a manner that violates the system’s security policy [F¥pically, covert channels are hidden from the
view of third party observers. In this way, the use of covldrmmnels often results in third-party observers
not even necessarily being aware that any communicatiakiisg place at all.

Today, systems comprise of broad and heterogeneous comationi networks with many interact-
ing agents. This yields numerous possibilities for covhdarmels. Systems consist of physical networks,
virtual networks, and even social networks and can be spaessbs a variety of application domains,
each with their own security concerns with varying implioas and priorities. Because of the scale and
complexity of such systems, the need for a systematic asalysystems of communicating agents for
the existence of covert channels is becoming increasimghortant.

Covert channels can be classified as eithpetocol-based environment-basedor both [12]. A
protocol-based covert channel is a communication meansises a communication protocol to convey
messages that violate a security policy whereas an enventibased covert channel is a communica-
tion means that uses environmental resources, functimsalor features, including timing information,
to convey messages that violate a security policy.
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2.2 Communicating Concurrent Kleene Algebra

Communicating Concurrent Kleene Algebra?k@) extends the algebraic foundation of Concurrent
Kleene Algebra (CKA), proposed by Hoare et al.[[8] 9,10, With the notions of semimodules and
stimulus structures to capture the influence of externaiugtion the behaviour of system agents. For a
full account of CKA, the reader is referred to [16, 17].

A monoidis a mathematical structu(éi : 1) consisting of a nonempty s&t together with an asso-
ciative binary operationand a distinguished constant 1 which is the identity witipees to-. A monoid
is calledcommutativef - is commutative and a monoid is call@empotentf - is idempotent.

A semiringis a mathematical structurS, +,-,0,1) consisting of a commutative mono{c, +,0)
and a monoic(s . 1) such that operatordistributes over operater. We say that element Omsultiplica-
tively absorbingf it annihilatesSwith respect to. We say that a semiring idempotenif operator+ is
idempotent. Every idempotent semiring has a natural partier< onSdefined bya<b <= a+b=h.
Operatorst+ and- are isotone on both the left and the right with respect to

A Kleene algebras mathematical structure that extends the notion of idaermicemirings with
the addition of a unary operator for finite iteration. Kleeargebras are most commonly known for
generalising the operations of regular expressions.

Definition 1 (Left.#-semimodule —e.g[6])Let.” = (S +,-,0,1) be a semiring and? = (K, ®,0.4)
be a commutative monoid. We céll K, &) a left .”-semimodulef there exists a mapping K — K
denoted by juxtaposition such that for alt & S and ab € K

(i) s(a®b) =sadsb (iv) (yK,ea) is calledunitaryif it also satisfiesla=a
(i) (s+t)a=sadsb (v) (,K,@) is zero-preservingf it also satisfieya =0,
(i) (s-t)a=s(ta)
A right .#-semimodule can be defined analogously.

Concurrent Kleene algebra is an algebraic framework thisnels Kleene algebra by offering oper-
ators for sequential and concurrent composition, along thibse for choice and finite iteration.

Definition 2 (Concurrent Kleene Algebra — e.d.] [8]A concurrent Kleene algebra (CKA9 a struc-
ture o & (K, +,%,7,9,9,0,1) where (K,+,%®,0,1) and (K,+,;,%,0,1) are Kleene algebras
linked by theexchange axiongiven by(axb); (cxd) < (bic)x(a:d).

Within the context of agent behaviouns, represents a set of possible agent behaviours. The op-
erator+ is interpreted as a choice between two behaviours, the toperas interpreted as a parallel
composition of two behaviours, and the operatas interpreted as a sequential composition of two be-
haviours. The operatof8 and® are interpreted as finite parallel iteration and finite setjakiteration,
respectively. The element O represents the behaviour dh#futive agentind the element 1 represents
the behaviour of thedle agentjust as in many process calculi. Moreover, an agent beheaas a
sub-behaviouof an agent behavious, denoteda <, b, if and only if a+ b = b. In this way, the ex-
change axiom intuitively expresses a divide-and-conquechanism for how parallel composition may
be sequentially implemented on a machine.

When we speak of agents and agent behaviours, we Wr&e<a> whereA is the name given to
the agent and € K is the agent behaviour. Fér= (a) andB = (b), we write A+ B to denote the
agent<a+ b>. In a sense, we extend the operators on behavioukstoftheir corresponding agents. In
this way, an agent is defined by simply describing its behaviBecause of this, we may use the terms
agents and behaviours interchangeably.
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Definition 3 (Stimulus Structure — e.g[, [17]Let.” def (S®,®,0,n) be an idempotent semiring with

a multiplicatively absorbing and identityn. We call.¥ a stimulus structure

Within the context of external stimul§is the set of stimuli which may be introduced to a system. A
stimulus can be thought of as an event that has the potenmtdieict agent behaviour. The operatois
interpreted as a choice between two stimuli and the opetratsiinterpreted as a sequential composition
of two stimuli. The elemerit represents thdeactivation stimulus/hich influences all agents to become
inactive and the element represents th@eutral stimuluswhich has no influence on the behaviour
of all agents. We say thate Sis abasic stimulusf it is indivisible with regard to the> operator
(e, V(t |: (t]s) = (t=n Vv t=s))andV(t,r |: (s|(ter)) = (st v sr)) where the division
operator| is defined byxly <= 3(z |: y=x®2z)). We denote the set of all basic stimuli §s
Furthermore, a stimulusis asub-stimuluof a stimulug, denoteds < o t, if and only ifs®t =t.

Definition 4 (Communicating Concurrent Kleene Algebra — elg.] [1A)Communicating Concurrent
Kleene Algebra (EKA) is a system{&’, ji/) , Where. = (S @, @,D,n) is a stimulus structure and” =
(K,+,%,1,9,9,0,1) is aCKA such that( K, +) is a unitary and zero-preservirigft .7’-semimodule
with mappingo : Sx K — K and (S,,®) is a unitary and zero-preservingght .# -semimodulewith
mappingA : Sx K — S, and where the following axioms are satisfied for dl,a € K and st € S:

(i) so(aib)=(sca);(A(sa)ob) (i) A(sot,a)=A(s (toa)) ®A(t,a)
(i) c<yaVv (sca)i(A(sc)ob) =0

A C?KA consists of two semimodules which describe how the stimstructure” and the CKA#
mutually act upon one another. In this way, the responseketvdoy a stimulus on the behaviour of
an agent is characterised as a next behaviour and a nextfusimuhe Iefty-semimodule(yK,ﬂ
describes how the stimulus structuréacts upon the CKA%” via thenext behaviour mappingand the
right % -semimodule(Sy ,®) describes how the CKA#" acts upon the stimulus structut€ via the
next stimulus mapping. Axiom (i) describes the interaction of the next behaviowappingo with the
sequential composition operatofor agent behaviours. Axiori{ii) states that when an exiestiaulus
is introduced to the sequential compositi@i b), then the stimulus cascadedidonust be generated by
a sub-behaviour od. In this way, Axiom [il) ensures consistency between thet bekaviour and next
stimulus mappings with respect to the sequential composidf agent behaviours. Finally, Axiorn{iii)
describes the interaction of the next stimulus mappingith the sequential composition operater
for external stimuli. This can be viewed as the analog of Axi) with respect to the next stimulus
mappingA when considering the action QS%,EB). When examining the effects of external stimuli on
agent behaviours, it is important to note that every stiminuokes a responsiom an agent. When
the behaviour of an agent changes as a result of the respeassy that the stimulusifluencesthe
behaviour of the agent. Moreover, we say that%& is without reactivationif V(s | s€ S\{?} :
sol=1).

We recall the notions of orbits, strong orbits, and fixed fifnom the mathematical theory of
monoids acting on sets [22]. Lég,K,Jr) be the unitary and zero-preserving left-semimodule of
a C’KA and leta € K. Theorbit of ain .7 is the set Orta) = {soa | s S} and represents the
set of all possible behavioural responses from an agentvbmghasa to any stimulus froms”. The
strong orbitof ain .7 is the set Or(a) = {b € K | Orb(b) = Orb(a)}. Two agents are in the same
strong orbit if and only if their orbits are identical. Thisto say, if an agent behaving ass influenced
by a stimulus to behave ds then there exists a stimulus which influences the agent, balvaving
ash, to revert back to its original behavioar Furthermore, ifa andb are in the same strong orbit,
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then 3(s;t | st S: sca=b A tob=a). Lastly, we say that the elemeatc K is afixed point
behaviourif V(s | s€ S\{o} : soca=a). In other wordsa is a fixed point behaviour if it is not
influenced by any external stimuli other than the deactivasitimulusp.

3 Formulating the Potential for Communication Condition

The potential for communicatiorrondition is introduced as one of the two necessary comditior
covert channel existence in [15]. The condition reads:

If there exists an agent acting as a source of informationsanabent acting as an informa-
tion sink, such that the source and sink agents are diffeast if there exists a pattern of
communication allowing for information to transfer frometbource to the sink through the
synchronisation and sequencing of events, then the sonctsiak agents have a potential
for communication.

In this section, we propose a formulation of the potential dommunication condition usingBA.

In what follows, we adopt the notion of communication use@ifi], where each interaction (direct or
indirect) of an agent with its neighbouring agents is calemmunication We examine the potential

for communication from two complementary perspectivesnelst the external stimuli perspective and
the shared environment perspective, consistent with e @f communication introduced ih [16,117].
Throughout the following subsections, fétbe a collection of agents. We c&fl a system of communi-

cating agents

3.1 Formulating Potential for Communication via External Stimuli

When considering communication in a system of communigagents from the perspective of external
stimuli, we need to look at the interactions of the agentsa ffiven system of communicating agents,
each agent is subjected to each external stimulus. Thissribatiwhen an agent generates a stimulus, it
is broadcasted to all other agents and a response is invbkmakver, it is not the case that the behaviour
of each agent will be influenced by the stimulus. Only whenirawdus that is generated by an agent
influences (i.e., does not fix) the behaviour of another agene say thacommunication via external
stimuli has taken place.

Let A,B € ¥ such thatA # B. We say thatA = <a> has thepotential for direct communication via
external stimuliwith B = (b) (denoted byA — , B) if and only if I(sit | ste S A t<s,A(sa) :
tob# b) where$; is the set of all basic stimuli. This means that if there exésbasic sub-stimulus that
is generated by that influences the behaviour Bf then there is a potential for direct communication
via external stimuli fromA to B. We say thatA has thepotential for communication via external stimuli
with B using at most n basic stimulienoted byA —", B) if and only if EI(C | Ce¥ N C#AA N C#
B:A —>_(y'1*1) CAC—, B). More generally, we say thdt has thepotential for communication via
external stimuliwith B (denoted byA —*, B) if and only if H(n In>1:A-" B). This means that
whenA —*, B, there is a sequence of external stimuli of arbitrary lervgtich allows for information
to be transferred from to B in the systen¥%” of communicating agents.

We say that two subsex§ andX; of ¥ form a partition ofg” if and only if Xy N Xo=0 andX; UX,=%.

A system% of communicating agents is said to sgmuli-connectedf and only if for everyX; and X,
that form a partition of¢’, we have3(A,B | Ac X1 A Be Xy : A—=%, B v B—=%, A). Otherwise,
we say thats” is stimuli-disconnectedThis means that in a stimuli-connected system, every dgent
participant, either as the source or sink, of at least orectiocommunication via external stimuli.
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We say that an agert € ¢ is acommunication fixed poirif and only if V(B | B € €\{A} :
-(A =7, B)). Obviously, a communication fixed point does not have themal for communication
via external stimuli with any other agent. Thus, itis plairsee that an ageAt= <O> is a communication
fixed point since for als € Swe haveA (s,0) =9 and sinced is not a basic stimulus, it cannot have the
potential for communication via external stimuli with angher agent. Additionally, iA —7, B, then
the potential communication path frofnto B contains at most one communication fixed point thd.is

An agentA ¢ ¢ is said to beuniversally influentiaif and only if V(B | B € ¢\{A} : A—%, B).
Every stimulus that is generated by a universally influéatignt influences the behaviour, either directly
or indirectly, of each other agent in the system. In this vaayniversally influential agent is the dual
of a communication fixed point and therefore it is obvioug thaommunication fixed point cannot be
universally influential.

Proposition 1. A system of communicating agents that contains a univgrgdluential agent is stimuli-
connected.

Proof. Assume? is a stimuli-disconnected system anddet ¢ be universally influential. Then, using
the definition of a stimuli-disconnected system, instdiatirawith B = C, and the definition of universally
influential, we have that eithe#” is stimuli-connected o€ is not universally influential which is a
contradiction to the assumption thét is stimuli-disconnected an@ is universally influential. The
detailed proof can be found in Appendix A. O

Proposition 2. LetA = (a) be an agent such that a is a fixed point behaviour. Then, thees dot exist
an agentB that has the potential for communication via external stimith A.

Proof. The proof is straightforward using the definition-ef, . O

In Proposition 2, we have that no agent has the potential dorneunication via external stimuli
with an agent that has a fixed point behaviour. This is dueeaddht that if an agent has a fixed point
behaviour, then it is not influenced by any external stimod ¢herefore communication with that agent
via external stimuli is not possible.

Proposition 3. LetA = (a), B= (b), andC = (c) be agents ir¥".
(i) fB—, Cthen(A+B) - C.

(i) FA—_BthenA—_ (B+C)onlyif V(t [teS : ~(toc<, b+cC)).

Proof. The proof of ) uses the definition ef ,, the distributivity ofA over+, the definition of< »,
and isotony of=. The proof of [) involves the definition of+, and the distributivity ofo over -+,
weakening, the definition of -, and isotony of=. The detailed proofs can be found in Apperdix A

Proposition[B shows how the potential for communication exéernal stimuli can be preserved
when we introduce non-determinism among agents. Spedbjfi€abpositior{ H{i) states that when non-
determinism is added at the source of a potential commuaitahath via external stimuli, the potential
for communication via external stimuli is always preservéduitively, this is the case since there can
always be a sub-stimulus generated by the source whichsdsarh B that can preserve the potential for
communication via external stimuli witd. On the other hand, Propositibi{3(ii) states that when non-
determinism is added at the sink of a potential communiogieth via external stimuli, the potential for
communication is preserved only if there does not exist asidstimulus that influences to behave
as a sub-behaviour @&+ C. This condition ensures th&+ C cannot have a fixed point behaviour. If
the non-determinism that is introduced causes a fixed peinadiour, then there will no longer be any
potential for communication as stated by Proposifibn 2.
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3.2 Formulating Potential for Communication via Shared Envronments

The examination of communication via shared environmagitiser through shared variables, resources,
or functionalities, has been the topic of study for a numlb@xasting techniques for covert channel and
information flow analysis (e.gl, [20, 21,129, 80] 33]). Whemiulating the potential for communication
via shared environments, we are interested in finding if diquaar agent has the ability to alter an
element of the environment that it shares with a neighbguaient such that the neighbouring agent is
able to observe the alteration that was made.

Since the proposed formulation is based K& which is an extension of CKA, we utilise the
mechanisms provided by CKA to formulate the potential fomomunication via shared environments.
Similar to what is done with existing information flow tecfnes for formulating the potential for com-
munication via shared environments, we study the depefeehetween events that are shared amongst
system agents.

In what follows, Iet(K, +) be an aggregation algebfra[9] 11] whi€ris a set of agent behaviours
and—+ is the choice between agent behaviours and,leic € K. A dependence relatioon (K,+) isa
bilinear relation RC K x K (i.e., (a+b)Rc < (aRc Vv bRc) andaR(b+c) < (aRb Vv aRc))
whereaRb denotes that the behaviobrdepends on the behavioar Such a dependence relation may
be a definition-reference relation between program vaegbi the specifications of agent behaviours.
We additionally assume that(aR0) and—(0Ra) and—(aR1) and—(1Ra) for everya € K. These
are rather natural assumptions since the inactive and &heuours depend on nothing and nothing
depends on them. Such assumptions are additionally madeéretét al.[[111]. For the purpose of this
formulation, we assume that such a dependence relationikeis.g

ForA,B € % such thatA #£ B, we sayA = <a> has thepotential for direct communication via shared
environmentsvith B = <b> (denoted byA — ., B) if and only ifaRb. Furthermore, we say thathas the
potential for communication via shared environmentth B (denoted byA —% B) if and only ifaR* b
where R’ is the transitive closure of the given dependence relafitiis means that if two agents respect
the given dependence relation, then there is a potenti@idimmunication via shared environments.

Proposition 4. Let% be a system of communicating agents and\l&,C € %.
(i) If B—,Cthen(A+B)—, C. (i) If A—,BthenA —, (B+C).

Proof. The proofs are straightforward from the definition-ef, and the bilinearity of the dependence
relation R. O

Propositiorl # shows that the potential for communicati@nskiared environments is preserved when
we introduce non-determinism at the source or the sink oftarpi@al communication path via shared
environments. If we know that there exists a dependencydmtvtwo agent behaviouessandb, then
given a choice betweemand any other behaviours, it is possible to choose to beralaraorder to
preserve the dependency. While this is not always the ddséiriportant to note that we are focussed on
identifying the potential for communication, which meahattif it is possible for an agent to choose a
behaviour which yields the potential for communicatiorerttin general the potential for communication
exists.

3.3 A Formulation of the Potential for Communication Condition

By combining the definitions of potential for communicatigia external stimuli and via shared en-
vironments, we obtain a formulation of the potential for eoomication condition for covert channel
existence.
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ForA,B € %, we say thaiA has thepotential for direct communicatiowith B (denoted byA ~~ B)
ifand only ifA— B v A —, B. We say tha# has thepotential for communicatiowith B (denoted
by A ~~* B) ifand only if A ~~ B Vv H(C | Ce¥ : A~ C A Cw* B). This means that for a given
system of communicating agents, if there exists a sequdrageats, starting with a source agénand
ending on a sink age, that have the potential for direct communication eitherexternal stimuli or
via shared environments, thérhas the potential for communication wigh

A useful result showing the effects of modifying the behaviof an agent in the sequence of a
potential communication path between two agents is givePrapositiol 5. Recall that we say that a
stimulus generated by an agexinfluencesan agenB if the behaviour oB changes as a result of the
response to the stimulus (i.ed(s | s€ S: A(s,@)ob#b)).

Proposition 5. Let A ~* B such that3(C | Ce % : A~ C A C~*B) whereA = (a), B = (b),
andC = (c). LetR be the given dependence relation. Supposereplaced by another ageft = (c’).
Then,

(i) If ¢’ = (c:d), thenA~*Bonlyif (aR(c;d) A (c;d)Rb) v J(t | teS: A(t,(c;d))ob#Db).
(i) Ifc’=(c+d), thenA~*Bonlyif V(t | teS : =(tod <y c+d)).
(iii) 1fc’ =c@, thenA ~* B.
(iv) If ¢’ =0or ¢ = 1and theC?KA is without reactivation, them(A ~* B).
(v) If ¢’ € Orbs(c), thenA ~~* B.
(vi) If ¢’ is a fixed point behaviour, theh~* B only if aRc’ A ¢ Rb.

Proof. Each of the proofs involve the applications of definitions-ef— ., and— . as well as the basic
axioms of CKA. The detailed proofs can be found in Appentix A. O

Propositior b identifies the conditions constraining thedifications allowable to the behaviour of
an agent in a potential communication path in order to miirkee potential for communication between
two agents. Specifically, Identit{i (i) shows how the seqia¢mbmposition of an additional behaviour
with the existing agent will not affect the potential for comanication provided the composed behaviour
preserves the dependency relation or has the ability toeinfle the behaviour of the next agent in the
path. Assuming that each agent behaviour takes some ambtimieo this is useful since we can con-
struct behaviours that satisfy this constraint to intradelay into the potential communication path in
order to disturb a covert timing channel without the needutty feliminate the communication. How-
ever, in general, we cannot say anything about the behagtialone as a consequence of Definifidnl4(ii).
The stimuli that are generated blyare dependent on the stimuli generatedctand the effects of the
stimuli cascaded frone to d cannot be determined sin€g is viewed as a black-box. Identit/I(ii) is
an extension of Propositiof$ 3 dnd 4 to general potentiatdarmunication. In general, provided that
the introduction of non-determinism does not result in adigpeint behaviour, the potential for com-
munication is maintained with the addition of non-deterisrim Identity [(iii) follows from Identities[{i)
and [i) and shows that the sequential iteration of an agehaiour does not affect the potential for
communication. Identity[(iv) states that if we replace aaradn a communication path with an inactive
agent or an idle agent when we have #&@& without reactivation, then there is no longer a potential
for communication. This can be useful in terms of elimingtthe potential for communication among
agents since it shows how we may modify the behaviour of saasta in order to eliminate the potential
for communication and potentially thwart any attempts f&ablishing covert communication channels.
However, it is noted that this is not a suitable solution incakes since modifying agent behaviours in
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such a way can inadvertently modify the overall system hielnavand thereby undesirably render the
system useless. Identity (v) states that replacing an agengiven communication path with another
agent in the same strong orbit will not affect the potentimldommunication. This is because agents in
the same strong orbit always have the potential for comnatinic via external stimuli with one another.
Identity (vi) states that the potential for communicatismiaintained when replacing an agent in a given
communication path with another agent that has a fixed pe@ha&our only if the dependency relation
is preserved. Propositidh 2 showed that an agent with a fizgd pehaviour does not have the potential
for communication via external stimuli unless it is the s®uof a potential communication path. So, if
an agent with a fixed point behaviour is not the source of therfi@ communication path, then it may
only have the potential for communication via shared emvitents. Finally, it should be noted that if we
restrict the behaviour of an agent in a potential commuigngbath to a particular sub-behaviour, then
the potential for communication is only preserved if the-bebaviour maintains the communicating
behaviour of the original agent.

4 Discussion and Related Work

Given a system of communicating agents, it is difficult tdyfydrevent the possibility of covert com-
munication from taking place since it is often undesiraloleampletely eliminate the communication
among agents. An integral part of safeguarding systems mhamicating agents from covert chan-
nel communication is having the ability to identify when ased channel may exist in a given system
which involves determining if and when two agents have arg@tkfor communication. While much
of the existing work in attempting to mitigate covert chasneas been based on information theoretic
approaches (e.gll[2,[3,[4)7]23] 24,25]26, 28]), the pempfmmulation looks to the issue of mitigating
covert channels from a different perspective. Althougls, difficult to completely eliminate covert chan-
nels from modern computer systems, the proposed formalisptovides a means for analysing a system
of communicating agents in order to devise mechanisms fengthening the design of such systems
in order to make them more robust against covert channetdsdtbuilds the foundation for the ability
to identify parts of a system where it would be most beneficiabserve or disrupt the communication
among particular system agents. For example, once we hawuéfidd a sequence of agents that have
the potential for communication, in order to detect confidgmnformation leakage via protocol-based
covert channels, we can install monitors that are configtoédentify patterns of communication on the
communication channels available to the agents in the pat@ommunication path using techniques
similar to that presented in [14]. Similarly, in order to igite the use of covert timing channels, we
can employ mechanisms that de-couple or deteriorate ahgfsioming information associated with the
communication channels available to the agents in the pateommunication path by injecting random
delays similar to the NRL Pump[19].

In the literature, we find existing works that have attempiedrticulate and verify potential for
communication conditions for covert channels. Howevemea®f them are indirect or informal and
require reasoning about potential scenarios in which timeliions might be satisfied (e.g., [30]). Fur-
thermore, those works which do provide some level of forema)ifocus primarily on the potential for
communication via shared environments through variousinétion flow analyses based on finite state
machine models, information theory, and probability tlye@.g., [5,[18[ 26, 33]). Perhaps one of the
most popular mechanisms for determining the potential donmunication for identifying the existence
of covert channels is the Shared Resource Matrix techn@0f [t involves a careful analysis of the
ways in which shared resources are used in a system to datewmihiether it is possible for a particular
resource to covertly transfer information from one agerariother with respect to a set of minimum
criteria. Similarly, Covert Flow Trees (e.d., [21]) attentp identify information flows supporting either
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the direct or indirect ability of an agent to detect when aritatte of a shared resource has been mod-
ified. The Shared Resource Matrix technique and Covert Fleeed can be used in our formulation to
concretely build the dependence relation discussed irgpagwh 3 of Sectioh 312.

While existing works focus on studying the potential for coomication via shared environments, the
proposed formulation of the potential for communicationdition for covert channel existence is based
on the mathematical foundation ofICA and thereby also considers the potential for commurocati
via external stimuli. If we were to consider the use of CKAreddor the formulation of the potential
for communication condition, we can only use the depen@snbetween shared events to define and
verify any sort of potential for communication. The propdgermulation provides a more complete
representation of the potential means for communicatioargnsystem agents that encompasses what
can be done using CKA alone as well as other existing infdomdtow techniques.

5 Conclusion and Future Work

In this paper, we presented a formulation of the potentiat&mmunication condition for covert chan-
nel existence. The proposed formulation is based on theamsttical framework of Communicating
Concurrent Kleene Algebra &A). It allows for the consideration of the potential for comnica-
tion from the perspective of shared environments as welhaperspective of external stimuli. To the
best of our knowledge, there does not exist a formulatiomefaotential for communication in systems
of communicating agents that considers the potential famroanication via both external stimuli and
shared environments. The proposed formulation and itsenaltical background help to analyse sys-
tems of communicating agents in order to devise mechaniemstifiengthening such systems against
covert channels.

In future work, we aim to support the automated verificatiérin@ potential for communication
condition for covert channel existence. We are developoaj $upport to aid in the specification and
verification of the potential for communication conditicor Systems of communicating agents. We are
also investigating the adaptation of description logictfipevelop a formulation of the constraint on
communication condition for covert channel existence jhsystems of communicating agents. Then,
we aim to propose guidelines for designing systems of concating agents that are resilient to covert
channels.
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A Detailed Proofs of Propositions

Detailed Proof of Proposition[1: Assume¥ is a stimuli-disconnected system and(et ¢ be uni-
versally influential. Also, assume that there exists a pamtiof %, X; andX,, such thaiC € X,. We
prove by contradiction.

% is stimuli-disconnectedh A is universally influential

= ( Definition of Stimuli-Disconnectedl
V(ALB| AeXi A BeXy i =(A=% B) A ~(B—=%, A)) A Cis universally influential
= ( InstantiationB = C )
VA | AeXs: =(A—=%,C) A =(C—=%, A)) A Cis universally influential
= ( Definition ofyUniversaIIy Inﬂﬁentia}
VA | AeX : =(A—=7%, C) A false)
<:f>| (Zeroof A & V-False Body)
alse

Detailed Proof of Proposition[3: LetA = (a), B= (b), andC = (c) be agents ir¥".
() f B—, Cthen(A+B)—, C.

(A+B)—,C
= {yDefinition of—.)

(st stes At<gsA(sa+b) :toc#c)
= ( Distributivity of A over+ )

(st |stes At<sA(sa)dA(sb) : toc#c)
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= ( Definition of <, & Isotony of=)
(st ]steS At<sA(sb) :toc#c)

— ( HypothesisB — , C)
true

(i) If A—_ BthenA—_ (B+C)onlyif V(t [teS : =(toc<» b+c)).

A— ., (B+C)
= ( Definition of — , )
(st |stes At<sA(sa) :to(b+c)#b+c)
( Distributivity of o over+ )
(st|stes At<sA(sa) :tob+toc#b+c)
( Weakening
(st|stes At<sA(sa): —(toc+tob<y b+c))
( Definition of <, & Idempotence oft )
(st|step At<sA(sa): ~(toc+b+c+tob=b+b+c))
( Isotony of=)
(st|steS At<sA(sa): —(toc+b+c=b+cV tob=bh))
( De Morgan)
(st|ste At<sA(sa):toc+b+c#b+c Atob#b)
( HypothesisA — , B=tob# b & Hypothesis:V(t [t € §: = (toc< » b+cC)))
(st|steSs At<sA(sa): true)
( 3-True Body)

L

c
(¢

Detailed Proof of Proposition[3: Let A ~* B such that3(C | Ce % : A~ C A C~*B). For
simplicity, we assume tha ~~* B via A ~» C' A C' ~» B unless stated otherwise.

() C'={(c:d)
A~C AN C~*B
( Definition of ~* )
A~ C A (C—%, BV C —,B)
( Definition of ~~ )
(A=, ,C VA=) (C—%5BV C—=,B)
( Definition of -, & Definition of — , )
(3(stlsteHAt<yA(sa):to(cid)#c;d) vaR(cid)) A (C' =%, BV (c:d)Rb)
( Definition[4[i) )
(st|stes At<sA(sa): (toc);(A(t,c)od) #cid) Vv aR(cid)) A
'—* B V (c;d)Rb)
( Definition of # )
(st|stes At<sA(sa): —((toc); (A(t,c)od) =c;d)) Vv aR(c:d)) A
'—* B Vv (c;d)Rb)
( Isotony of=)
(st|stes At<yA(sa): —~(toc=c A (A(t,c)od)=d)) Vv aR(c;d)) A
', BV (c;d)Rb;
( De Morgan
(st|stes At<sA(sa) :toc#c Vv (A(t,c)od) #d) v aR(c;d)) A
'—* BV (c;d)Rb)
( Hypothesis:(aR(c;d) A (c;d)Rb) v 3(t | teS: A(t,(c;d))ob#b) &
A~C= 3F(t|teS :toc#c))

11

Laglaglagla!

‘H\A/.\
O W

true

(i) C'={(c+d)
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A~C NC~B
= ( Definition of ~~ )
A=, VA= C)A(C—>,BV C—,B)
= ( Definition of -, & Definition of — , )
(I(st|stes At<sA(sa) i to(c+d)#c+d) v aR(c+d)) A
(3(st|steS At<sA(s(c+d)) : tobs£b) Vv (c+d)Rb)
— ( HypothesisA~~C A C~~B & Hypothesis:V(t |[t€S : =(tod < c+d))
& Propositio3 & Propositionl4

true
(i) C'=(cV)
A~C NC~~B
= ( Definition of ~ )
A=, VA= C)A(C—>,BV C—,B)
= ( Definition of -, & Definition of —g)

(3(st|stes At<gA(sa) 1 toc®#c¥) v aRc®) A
(3(st|steS At<sA(sc¥) i tobs#b) v cPRDb)

— ( Definition of © & Propositior{5({))
true
(iv) C'=(0)
A~C NC~B
= ( Definition of ~ )
A=, VA= C)A(C—>,BV C—,B)
= ( Ois a fixed point behaviour & Propositiéh 2 &(aR0) )
(false v false) A (C'—, B Vv C'—,B)
= (ldempotence ofv & Zeroof A )
false
The proof is similar whei€’ = (1) and the GKA is without reactivation (i.e.¥(s | s€ S\{d} :
los=1)).

(v) C'={(c')such that’ € Orbs(c)
A~C nNC~~B

= ( Definition of ~ )
(A=, CVA=C)A(C—,BVC—,B)
— ( HypothesisA~~C A C~~B & Hypothesis:ic’ € Orbs(c) =

. (st | steS:soc=c ANtod=c) = C=,, C AN C =%, C)
rue
(vi) €' =(c’) such that’ is a fixed point behaviour
A~C ANC~B
( Definition of ~ )
-, VA=, C)A (C—,BV C—,.B)
( Definition of — ;)
—,C VaRc) A (C'—, BV IRb)
{ Hypothesisrt' is a fixed point behaviour & Propositiah)2
(false v aRc’ A (C'—, B Vv c'Rb)
Identlty of Y f
aRc A (C'— B V c'Rb)
<Hypothe5|saRc’ A cRb)
ue A (C’ —,BV true)
(Zeroof v & ldempotence ofA )
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