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This paper presents an information theory based deteatwnefwork for covert channels. We first
show that the usual notion of interference does not chaiaetthe notion of deliberate information
flow of covert channels. We then show that even an enhancémhrmft“iterated multivalued inter-
ference” can not capture flows with capacity lower than onethinformation per channel use. We
then characterize and compute the capacity of covert chmtirat use control flows for a class of
systems.

1 Introduction

The term covert channel was first introduced by Lampsoh A3, designates an information flow that
violates a system’s security policy. In a system, this potian define who is allowed to communicate
with whom, through which channels, and forbid all exchangtbgr than these legitimate ones. Security
policies can also define filtering or billing policies whegaé channels are used, and which exchanges
should be observed and recorded. They can be implementegstansmonitors, that ensure that unau-
thorized communications do not occur, and record some swrthe system. Within this context, a
covert channels a perverted use of a system by two legal users. These usegsabcess to system’s
functionalities, but use them in a way that bypasses theisgqolicy (for instance to create a commu-
nication channel between two users that are not allowedrtoaanicate, or to pass information between
authorized users without paying for it, etc.). One usualigggion is that both corrupted users know
perfectly the system, and have agreed on a particular udgediihctionalities to encode and decode
information.

Unsurprisingly, this preoccupation for covert informatitows appeared in the 70’s, with a particular
attention paid to information systems. The fear during ffesod was that an agent with high level
accreditation would read classified information, and sdwaint discretely to another agent with low
accreditation. This covert channel problem also has ancgo@ninterpretation: covert flows can be
used to establish free communications over paying servidémvadays, with the increase of online
transactions and personal computers, the problem seenes intividual: the threat is that a Trojan
horse can communicate personal information (agenda,t@&di numbers,...) to a third party via covert
channels that would bypass all protections of the compfitem@lls, anti viruses,...).

Many security recommendatioris [5,/17] consider covert nhkmnin their lists of threats, and ask for
the application of reproducible methods to characterizmnobls, evaluate their capacity, and depending
on the severity of the threat, to close or lower the infororateak. Of course, “reproducible methods”
advocates for the use of formal models and formal technigiEmy model-based methods have been
proposed, such as shared matrices, non-interference ingeekc. Note however that it is commonly
agreed that one particular technique can not capture allskaof information leaks. The first formal
model allowing the automation of security leaks discoverthe well-known Bell & La Padula model
introduced in([8/ 2]. It can be modeled as a matrix| [12] definatcesses of agents to objects in the
system, and a security leak occurs if the transitive clostifee matrix contains a forbidden access. Since
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the 80’s, information leak is mainly considered throughnb&on ofinterferencel8], that characterizes
information leak from a high level (confidential) part of thgstem to low level (public) part. At first
sight, this looks very similar to the definition of covert flewone can search for interference fram
to v by declaring as confidential all actions wf and public all actions of. However, we will show
that interference and covert flows are orthogonal notionsifofrmation leakage. A first difference is
that covert flows are situations in which two agents coopetatallow transfer of information, while
an interference means that some classified or confined iatoymcan be recovered by an agent from
its observations of the running system, without collaiorat A second difference is that corrupted
users of a covert flow must be able to transfer any messagditfaay size in a bounded time (this is
called the “small message criterion” [15]), while leakingiagle bit of information in a run, or the same
information an arbitrary number of times is sufficient foryatem to be interferent. An immediate idea
to extend interference is to consider a notion of iteratetibdrate and multivalued interference. We will
detail this possibility in the paper, and show that suchamoitill misses some obvious covert flows. We
hence propose a new characterization for covert flows iresystmodeled as transition systems. This
characterization considers that a covert channel existega®m two users,v if uandv can use the system
to simulate a memoryless discrete channel with state ofoiigpgreater than 0.

This paper is organized as follows: secfidn 2 introducesittien of interference and the formal ma-
terial that is used in the paper. Sectidon 3 shows some diffeebetween the notions of interference and
covert channels. The notion of communication channel uséde paper needs some elements of infor-
mation theory, that are introduced in Secfidn 4. Sedtlondsvstthat former trials that extend the notion
of interference either through a notion of “iterated” ifiéeence , or via the quantification of common
knowledge of processes fail to characterize covert chan@elction b is an easy covert channel example
that illustrates the characterization of covert channedp@sed in sectionl 7. Sectibh 8 discusses some
technical choices, and concludes. Some details omittdtkipaper can be found in an extended version
atwww.irisa.fr/distribcom/Personal Pages/helouet/Papers/Secco2010 extended.ps.

2 Non-interference

The termnon-interferencewas first introduced in_[8]. In the original definition, an ag@ interferes
with an agentv in a systemS iff “what u does can affect what can observe or do”. The proposed
model on which interference is checked is a kind of transisgstem, in which moves from one state
to another are performed by one agent, and where each agem hddition some “capacities” that
allow him to test inputs/outputs to the system or observersihges of some variables in each state of the
system. Within this context, we can sBas a system composed of several agents and subsystems, i.e.
S=u|p1| ]| pk|Vv, andu does not interfere with in systemSiff the system behaves similarly from
V's point of view, independently from the fact thaperforms some actions or not. This can be written
formally as:My(u| pa |-~ | px | V) ~Mu(p1]--- | Pk | V), wherell,(S), the projection ofSon procesy
represents whatcan observe frons, and~ is an equivalence relation between systems.

This latter definition of non-interference is very geneds,we have not precised the naturesdfl,
or ~. One may immediately notice that non-interference is nagquely defined for a kind of system,
and depends on the considered equivalence, which in sorse saptures the discriminating power of
an observer of the system. The choice of a given kind of mauiglod an equivalence between models
(trace equivalence, bisimulation, testing equivalengeallows the definition of a large variety of non-
interferences. To be able to decide if there exists an mtentce betweenandv, non-interference must
rely on a decidable equivalence relation for the models tsegbresent the behaviors of the system. For
instance, ifSis modeled by communicating automata, ands trace equivalence, then non-interference
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is undecidable. In the rest of the paper, we will tissition system#o represent distributed systems
behaviors.

Definition 1 A transition systenis a tuple S= (Q,—,,qo) where Q is a finite set of stateg, i3 the
initial state of the system;y—C Q x Z x Q is a transition relationX is an alphabet of actions. We will
furthermore consider the unobservable actiog X such that for all ac Z, r.a= a.T = a. Transition
systems define the behaviors of a set of proceggegach action inx is executed by a single process,
and observed by several processes. This is modeled by tetiohEx ¥ — &2 and Obs ¥ — 27,

A pathin a transition systerBis a sequence of transitiops= (qi, 01,02)(dz, 01,03) - - - (Ok—1, Ok—1, 0k -

We will also writep = q1 2, o} %, O3.. - Ok-1 Iy Ok, and denote bath(x,y) the set of paths starting
in x and ending iry.

Definition 2 The languageof a transition system S is the set of wor@4S) C * such that for all
W= 01.07...0x € Z(S) there exists a patho-ts o -2 - - - — g starting in the initial state of S. We
will say that two transition systems S anca® equivalent(denoted by $- S) iff Z(S) = .Z(S).

As we want to consider systems in which some processes (@tarioe the environment) behave
non-deterministically, we will attach to the firing of tratsns from a given state a discrete probabilistic
distribution. We then associate to a transition systmprobability functionPs: Q x Z x Q — R,
with the constraint that/'q € Q, ¥ ycqacs Ps(0,a,d) = 1. To simplify notationsPs is only partially
defined, and we assume a uniform distribution on outgoinggitians from each staigfor which Psis
not defined. Functioi®s also allows for the probabilization of paths and words. get qg 2, o} %2,

Ok

-++ — Ok, We havePs(p) = Ps(0o, 01,01).Ps(01, 02,02) . . . Ps(Ok—1, Ok, Ok) -
Definition 3 The projectionof a transition system S (Q,—,Z,qo) over an alphabet XC X is the
systemTx(S) = (Q,—',Z,qp), such that—'= {(q,a,d) |ac X} U{(q,7,d) | I(a,a,q) Aa & X}.
Therestrictionof S to X is the system,&= (Q",—",2,qo), where—"= {(g,a,q') |ac X} and I
is the restriction of Q to states that remain accessible-via”.

Projections and restrictions can be used to focus on a spasjfect of a systenilgps 1) (S) defines
what processi observes frons. S g1 () defines allowed behaviors 8fvhen procesa does not perform
any action. To simplify notations, we will writBl,(S) = Mops1(y) (S) and Sy = S\g,1(y). Of course,
projections extend to words and languages by defining foryeXeC X, everya € %, and every word
w € Z* the projection a$lx (a.w) = N(w) if a¢ X, andMx(a.w) = a.lNx (w) otherwise.

Definition 4 User uinterfereswith user v in system S if and onlylif,(S) # My(Sy)

More intuitively, definitior[ 4 says that what usesees from syster8(i.e. ,(.)) changes when pro-
cesau s allowed to do some actions or not (i.eviéan distinguish if it observeSor S, ;). This definition
is only one among many definitions of interference. It is Uguaalled SNNI (Strong Non-deterministic
Non Interference) in the literature. A similar notion cdllBSNNI (Bisimulation based SNNI) exists
where~ is replaced by a bisimulation relation. We refer interesesatler to[[6], which defines, com-
pares and classifies several interferences for systemslusevith process algebra. Another interesting
state of the art can also be found|(inl[18]. In the rest of theepape will focus on SNNI, but keeping in
mind that the differences highlighted in sectidhs 3[a@nd 8l fal interference in general. Note also from
definition[4 that during his observation of a syst&man agent/ may observe sequences of actions that
provide him with some information ouis behavior, but that no cooperation framis a priori needed to
get this information.

3 First differences between interference and covert flows

An interference in a distributed system means that a proofeth®e system (or a user) can obtain some
confidential information on values of variables, or abotieotusers behaviors through its observations.
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Several papers consider that covert channels are a sulvitiaserference. In this section, we will show
that interference captures a notionioformation leak but does not necessarily characterisdiberate
information flowsof arbitrary size. Let us consider the examples of Figurénat tlepict the behavior
of systems involving two usersandyv, and where actioa is executed and observed byand actions
{b,c,d} are observed and executed\byFor these three transition systems, the initial statesie €. In
S1, useru can perform actiom, and then usev can execute any prefix ¢bcc+ bdc)+. The projection
My(Z(S1)) is the set of prefixes afbcc+bdc)*, and the projectioml, (. (SL,,,)) is the empty wordk.
Hence, from definitionl4, processasnterferes withv in S1. Note however that this interference is due
to a single transition, which can be fired only once in eaclteatxen of the system. SysteB8 depicts
the converse situation: usercan execute any sequence of actiongbicc+ bdc)* (bc+ bd) before user

u executes action, hencev interferes withu in 2. However, whem executes, it is impossible for him
to detect which sequence of actionsvafccurred before. Furthermore, after executiray the system
remains deadlocked in state 1. Transition syst&handS2 are example of interferent specification
where interference occumly once and which can not be used to transmit a messagehitrary size

as usually expected in covert channels.

Considering covert channels as a sub-case of interferemgeitly supposes that the detected inter-
ferences can be repeated an arbitrary number of time, tertida message of arbitrary size. This means
that when a system always reaches a sink state after inigyfet is then set back to its initial state.
We think that this interpretation does not hold for mostegst (for instance when sink states represent
faulty deadlocked states), and that system resets showxtieitly modeled in the specification if they
can occur. Note also that covert channels are supposed ® discaeet as possible, and that causing a
fault that needs resetting a system does not really comilythis assumption.

Figure 1: Examples of interferent systems

The last systen®3 in Figure[1 contains interferences franto v and fromv to u. These interferences
can be repeated an arbitrary number of times, which woul@a pilow for the encoding of a message of
arbitrary size. However, userobserves a sequencelid of arbitrary size, without knowing whether the
covert message has been completely transmitted or notsith&ion hence does not allow an encoding
of a covert message. Yet, there is a possibility to pass safoamation fromu to v (or conversely) if
time can be used as a vector of information, that isahdv can measure the time elapsed between two
a’s or b's. Processes andv can for instance agree that if actiaris fired within a short time interval
after it is enabled, it means bit 0, and if the same action lsygel, it means bit 1. Covert channels that
use time measurement to pass information are frequentigddining channels We will not address
timing channels in this paper, and focus on covert chanhalsuse control flows of systems to transfer
information. Note however that time elapsing and measunérran respectively be seen as the inputs
and outputs of an untimed channel, and that the charadienzaf sectiori ¥ may still work in the timed
cases.
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4 Information Theory

The characterization proposed in sectign 7 for covert flommwvs that a pair of users can simulate a
memoryless communication chanreh usual notion of coding theory. We hence recall some aitsne
of information theory that are needed in the rest of the pdpésrested readers are referred to [4] for a
reference book on information theory.

A discrete random variable Xakes values in a discrete alphal®t and is characterized by its
probability mass functioP(X = x) that gives the probability thaX is exactly equal to some value
x€ Z . In the sequel, we will denote hjy(x) this probability. Consider for example the reduced card set
of Figure[2-a:

X ¥

K A A K Q 2/3

* v v v a 3 > 0

¢ 4 v v v b - 4/5 % 1

N T T P ==
Figure 2: a) A reduced card set b) A discrete channel model

One can consider as random variaBked the complete name of a card, that is a gaalue color) in
aset{(King,#), (Ace ), (AceQ), (King,©), (Queen®)}, and associate probability's to each value.
Now, if we only consider the color of the card, we define a rand@riable (sayColor) with value set
{#,Q0}, and associated probabilitieg®2and 35. We can also define another random variatdéue
over a domain{King, Ace Queer}, with associated probabilities/3,2/5,1/5. The random experience
can be repeated, and we will also consider sequences ofmanaigablesX;.X; ... X,, denotingn con-
secutive choices of a value . In the sequelx, denotes the" value taken by the variabMé, and we
will write X" (resp.X") instead ofX; ... X, (resp.x; ... Xn).

Theentropy (expressed in bits) is a measure of the uncertainty assdcveith a random variable,
and is defined aBl (X) = _xezgr p(x).log, p(x). In some sense, entropy measures the average number of

binary questions to ask to know the value of a random variafié a random choice. Let us get back
to the card set of Figufd 2-a. The entropy of varigb#d is H(Cards) = —5.(1/5).log,(1/5) = 2.32.
Now, our card set can be seen as a pair of random varislbless Color. Let us randomly choose a card.
Knowing the card set, we can apply the following strategyuess the correct pair of random variables:
first, discover the color of the card (this is done with a senguestion), and then discover its value
(this can be done asking at most two questions). The aveoagienumber of question to ask with this
strategy is 24 and this is more efficient than enumerating all values, whiads to asking.8 questions
on average. Note also that knowing the color of a card prevsdene information on its value: if a card is
a spade, then it is useless to ask whether it is a queen tovdrsitie chosen card. This is explained by the
fact that variable€olor andValueare not independent. The quantity of information shared/bet two
random variables is called timeutual information , and is defined ag X;Y) =H(X)+H(Y) —H(X,Y).

From this definition, one can show tha;Y) = H(X) — H(X|Y), which provides a quite intuitive
explanation of mutual information. The mutual informatibatweenX andY is the uncertainty oX
minus the uncertainty oKX that remains whel is known. This notion of mutual information will be
used later to evaluate the capacity of communication cHanrhis value is symmetric, so we have
[(X;Y)=H(X)=H(X]Y) =H(Y)-H(Y|X)=1(Y;X)

In communication systems, a frequent challenge is to measgramount of information that can
be passed from a source to a destination. The communicatgmiium can be a wire, a network, an
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hertzian channel, etc. Transmissions from the source tadésénation are encoded and transmitted
along the medium to the receiver with a fixed rate. One usgalhsiders that the symbols that are input
in the medium and those that are received at the other end, f@vnecessarily the same alphabets.
Furthermore, the channel can be noisy, and there is no eaoreaorrespondence between the inputs
and outputs of the channel. This situation is modeled apke ttX,Y, p(y | X)), whereX (resp.Y) is
a random variable taking values #" (resp. %), the set of input (resp. output) values of the channel,
and p(y | x) is a conditional probability law that associates to eachuirgf x € 2 the probability to
obtainy € 2 as an output. This probability is usually referred to as thedition probability of the
channel. Communication channels are usually represeisténl Rigure[2-b: the input symbols of the
channel are placed on the left of the picture, the output s§smmn the right, and the probability to obtain
somey € % after sending & € 2 in the channel is depicted by an arrow fronto y, labeled by the
conditional probabilityp(y | x). The channel represented on Figure 2-b has input alpHabletc} and
output alphabef0,1,2}. The probability to obtain 0 as an output of the channel afésiding symboh
is 2/3.

The capacityof a channel is the average mutual information per use oftiaarel. It is defined as
C=IliMpse rr(1a§< 31 (XMY™) whereX" are then possible inputs sent over the channel ¥fidare then

p(x"

consecutive symbols received. The maximization is peréatrwver all probability mass functions of the
input sequence. Note that one can transfss than one bibf information at each use of the channel.
Note also that this capacity formula involves a maximizatighich might not be feasible in practice.

When a discrete channel isemorylessthe capacity reduces ©= m(a)x I(X;Y). Such a closed form
p(x
is called a “single letter characterization” of the chancegbacity. It is simple to compute, as it only

involves a maximization over a set of probability mass fiomg of a single discrete random variable.
However, single letter characterizations do not necdgsaiist for all kinds of channels. Let us recall at
this point that a channel is seen as a fixed rate use of a cornatiomi medium, and that every use of the
channel is performed within a time peridd Hence, time elapsed between two consecutive uses of the
channel is not considered within this setting as carryirfigrmation.

o x awm - v wx e | v ox o | v

1 1 a 2 0
a I 0 a 0 73 1/2
b 1 b 1
1/2

Figure 3: Some well known discrete channels

Let us now review some useful discrete memoryless chanfaist consider theperfect channel
depicted in Figurél3.a). This channel is noiseless and lestab a one-to-one correspondence between
inputs and outputs. Therefore its capacity is,l0fa,b}|) = 1, where| 2’| is the size of the se®?”

i.e. one can transfer one bit of information at each use ofcttannel. In a more general way, the
capacity of a channel of this kind that associates a uniqieubto every input with probability 1 is
log,(|.27]). Similarly, there are zero-capacity channels. Consideinfgtance the channel of Figure 3-b.
The capacity of this channel @= —1.log,(1) = 0. This is not surprising, as there is no possibility to
encode two distinct values. The capacity of the channel giife[3-c is also zero, &= m(a)xl (X;Y) =

P(X
m(a)xH(Y) —H(Y | X) and for every distribution ove2”, H(Y | X) = H(Y). A similar property holds
P(X
for an arbitrary number of inputs and outputs for channelerep(y | X = X) is uniform for every input
xeZ.

In this paper, we want to test if a transition system containemmunication channel. By definition,
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the possible actions taken by a process (i.e. the inputssafitannel) depend on the state of the system.
Therefore, the communication channels we are looking festte channelas defined below:

Definition 5 (State Channel) A memoryless discrete channel with independent and igdigtidistributed
(i.i.d.) stateis a tuple K= (S, p(s),{Xs, Ys, P(Y | X,S) }sc.~ ), Wwhere S is random variable defined over a set
< ={1,...,h}, p(s) is the probability for the system to be in state 8. X, Ys are random variables
respectively ranging over a set of input/output valugs(resp. %) and represent the input and output
of the channel. The choice of the state is statistically jrethelent of previous states and previous input
or output letters in the channel.(p| x,s) is the conditional distribution that defines the probalilib
get ye %; as output when the channel is in state 3 and the input xc 25 is transmitted.

This definition differs from the one given ih [19] since hene input alphabets depend on the state.
Moreover, Shannon has noticed that some additional infiiomés frequently available at the transmitter,
such as the state of the communication channel. Knowingitifiiemation can help increasing the
capacity of the channel [19].

Theorem 1 Let K= (S p(s),{Xs,Ys, P(Y | X,S) }sc.») be @ memoryless discrete channel with i.i.d. states
defined in Definitiori]5. The capacity of the channel K with sittlde information known causally at
the transmitter (at time n, the current statgiS known) is equal to the capacity€ m(e;x I(T;Y) of the

p(t

memoryless channel K= (T,Y,r(y|t)) (without side information) with the output alphalsgt= Us. &%
and an input alphabet” = 27 x --- x Z|»|. The transition probabilities of the channel are given by:
ry|t)= S p(s).p(y|t(s),s), where {s) stands for the'8 component in the vector t.

se.s

The proof follows the same lines as in [19]. The differencthé in [19] eacht is a particular function
from the state alphabe¥ to the input alphabet of the original chanri&l whereas hereis a vector that
spans the se®; x -+ X Z| 4.

P(SO)=p,
X — channel — Y
P(S]):pl
—
1 1
a ) a 0
1/2 1/3
SO 173 S1 b 1
b——mM "1 12 2/3

1

Figure 4: A memoryless discrete channel with side stateriméion

5 More differences between interference and covert flows

As shown in previous sections, interference occurs whermeegs can learn some hidden information
from his observation of the system, but does not always ctexiae covert flows of information. In
section ¥, we show a characterization that highlights mressef a covert flow while measuring its ca-
pacity. It is important to note two important facts on covelrtinnels: first, efficient coding techniques
do not impose to send at least one bit of information per usieeothannel. Second, the notion of mutual
information between processes behaviors (i.e observaljleesices of actions) does not necessarily char-
acterize aleliberateinformation flow. Hence, one must be able to differentiatevieen coincidence and
covert flows. In the sequel, we first show that the intuitiveeagion of interference to a notion ér-
ated interferencevith several distinguishable values (as proposed|in [95 fa general to capture covert
flows with capacity< 1. We then show that mutual information measurement betwemesses (as pro-
posed in[[14]) does not capture either the idea of a covetbpob between users of a covert channel,
and may then consider as a covert flow a situation where tweepses observe the same phenomena.
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5.1 Discrete covert channel

As shown in sectiof]3, interferences capture informati@kdein systems, but does not always mean
the existence of a covert channels. What is missing in iaterfce is the possibility to iterate a covert
transmission (as in syster8& and2 of Figure[1), but also the ability to vary the symbols (i.end a

bit 0 or 1) transmitted at each interference (this is the ¢aseystemS3 in Figure[1). An immediate
idea is then to define a new notion of iterated interferendth thre possibility to “transmit” at least two
distinct values at each interference, as_in [10, 9]. In tis¢ o this section, we adapt the definition of
covert channels given in|[9] to transition systems, and sthait may still miss some obvious channels.

Definition 6 Let S be a transition system, g be a state of S, aadd,a,q ) be an outgoing transition
of g. Thelanguage oSfrom q aftert is the language &;: = {aw|we £ (Sy)} where § is a copy of S
with initial state d. Let u and v be two users of the system. A state q of S is calledaing statéor
process u iff there exists two distinct transitions=t(g,a;,s1) and = (q,az,t2) outgoing from q and
such that Exay) = Ex(az) = u, (My(Lqy, ) U€) NMy(Lgt,) =0 and (My(Lqt,) UE) NMy(Lgt, ) = 0.

More intuitively, an encoding state allowsto execute two distinct actions, which consequences
are disjoint and necessarily observablewbyNote however that discovering an encoding state is not
sufficient to characterize a covert flow of information. Otepaieeds to be able to use this kind of state
(not necessarily the same at each use of the channel) aragrlmiimber of times. Hence, establishing a
covert channel also supposes that the sending process has toeontrol the system in such a way that
it necessarily gets back to some encoding state. This isiEpby the notion otrategy

Definition 7 A strategyfor a user u of a system S is a partial function: f{Q x £ x Q)* — 27 that
associates to every sequence of transitiarts .t .ty of S a subset of fireable transitions from the state
reached afterg

In the sequel, we will only consider positional strategias, functions that only depend on the final
state reached after a sequence of transitions, and we widitdey f (q) the set of transitions allowed
by f from stateg. A transitiont = (qg,a,q) conformsto f iff f(q) is not defined or it € f(q). We will
denote byS; the restriction ofSto transitions that conform té.

Definition 8 A system S containsdiscrete channdrom u to v if and only if there exists two strategies
fuand f, and a set of states & such that all states g Qencare encoding states for process u ip, S, ,
and f, and f, allow passing infinitely often through a nonempty subsetatés of Q.

a @ b £ a b
® @ @
C e ¢ d C R ed
® @ @

Figure 5: Two systems with and without discrete channel

Obviously, systems of Figuig 1 do not contain discrete cbBnrNow, let us consider the leftmost
example of Figurel5, which is composed of two useedv and in which actions andb are executed
and observed by and all other actions are executed and observed is system contains a discrete
channel: the strategief, and f, that allow all transitions in all states ensure that theesystan pass
infinitely often through the encoding stagg. Stateqp is an encoding state as there are two transitions
t1 = (0o,a,01) andtz = (0o, a,0) fireable fromgo, and such thatMy(Lg,t,) U &) NMy(Lgyt,) = 0 and
(My(Lgot,) UE)NMNy(Lgor,) = 0. Hence, the consequences of firtagr t, that can be observed lwdo



42 Covert channel detection using Information Theory

not contain the empty word, and are disjoint. It then sufffoesnstance to perform actioafrom state
0 to pass a bit 0 and to perform actibrio pass bit 1 fromu to v. Note that our definition of discrete
channel makes no supposition on the code established bwtheorrupted users, but only ensures that
at least two distinct choices gfhave distinct observable consequences/for

Let us consider the rightmost system of Figure 5, compottinge agentsi, v andr, and such that
actionsa andb are executed and observedupyactionsc, d ande executed by and observed byandyv,
and actionf is executed and observed byThis system does not contain a discrete channel fraow,
asMy(Lgyt) NMy(Lgt) =e.f((c+e+d).f)*. If we consider definitionl8, we can notice that the kind
of covert channel considered by the definition uses the cbfitw of a system to transfer information.
However, this approach only detects control flow channelshith more than one bit of information is
transferred at each use of the channel. Efficient commuaicéchniques allow communications over
channels event when a fragment of bit is sent at each use chtrnel, and covert channel can clearly
benefit from efficient coding and decoding schemes. Consmtenstance the example of Figuré 6-a.
Actions x,y andz are executed and observed by an agegrictionsa, b andc are executed by an agent
r and observed by andv, and last actiond ande are executed and observed by agemiccording to
definition[8, this system contains no discrete channel fadmv, because for any choice of a transition
ti by u from stateq), there exists another choitesuch that the observable consequences af agent
v are not disjoint from the consequencestjof Now, let us consider more precisely the sequences of
actions that can be seen by agentWhenv observes a word.d.e, he can not know whether the former
choice ofu wasx or y, but he knows for sure that this choice was nothis situation is similar for every
word observed by between two choices af Hence, at each use of this system, agecén send “not

X", “not y”, or “not z” that is three distinct values to agenteven if the system does not contain discrete

channels in the sense of definitioh 8.
X o |

x 172

12 a.d.e
1/2
e y b.d.e
1/2
z 172 c.d.e

1/2
Figure 6: a) A covert channel free system? b) No covert cHar)riene equivalent channel of Figl 6-a

The system of Figurgl6-a can be seen as a simple communiadtaomel, in which usen sends
symbols from the input alphabe?” = {x,y,z} and usew receives symbols from the output alphabet
% = {a.d.eb.d.ec.d.e}. This communication channel is represented in Figlire 6xd,i@ capacity is
0.5849 bit per use of the covert flow (details are omitted hawechn be found in the extended version).
The translation from the transition system Figule 6-a todh@nnel Figuré€l6-c is straightforward, and
the non null capacity shows the presence of a covert flow isysam. Remark that this channel passes
less than one bit of information fromto v at each use, and hence is not captured by defiriition 8.

5.2 First use of information theory to discover information leaks

This paper is not the first attempt to use information theorgiscover information leaks. Millem [14]
considers a machine model that accepts inputs from agedtpraduces outputs. Inputs are chosen by
several users from an alphabetand after a sequence of inputs= 1*, every agent in the system can
observe some outputs, denotedw). If we denote byX,(w) the sequence of inputs performed by agent
u during input sequence, and byri, (w) the projection ofv on inputs performed by agents other than
then a non-interference property betweesndv can be written asw € 1*,Y,(w) = Y, (75, (w)). Millen
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then shows that ifi andv do not interfere, then if all inputs of users other theare independent fronq,,
the mutual information (X; Yy) betweenX, andY, should be null. Note that this is only an implication,
and that there might be cases whéfk,;Y,) = 0, but nevertheless interferes withv. The converse
property is more interesting: a non null mutual informatbmtweenX, andY, denotes an interference.
The mutual information (Xy;Y,) is computed over input sequences performed bgtween two outputs
tov.

The machine model is not explicitly given in this approadhisia black box that receivesfamite
sequence of inputs from all users and producdmite sequence of outputs. Within the context of
transition systems, the inpuXg of agentu are the actions that can executeEx *(u)), and the outputs
to vthe actions tha¢ can observe. Note however that the independence hypotietgisen inputs of the
system does not necessarily hold, and furthermore thatmgptiuarantees that an outputudappens
after afinite numberof inputs fromu, nor that outputs are finite. Hence, computir,;Y,) means
computing the mutual information between sets of inputglats of arbitrary size. Without giving any
hint on how to compute this value, Millen’s characterizatiof information leaks can be rewritten as

follows for transition systems. The average informaticakléper transition) between two agemtandv
1

in systemSis Leaku,v) = Am = P(Er?(é)) I (I‘IErlw(‘iﬂ”(S));I'I\,(Z”(S))), where.Z"(S) is the set
of words in.Z(S) of lengthn. If Leak'u,v) > 0, then there is an interference franto v. However, this
average mutual information defines a correlation betwegaracofu and observations of, which can

be called average interference, muhota characterization of a covert channel. Indeed, we can shav o
very simple example that non-zero value f@ak(u, v) implies an average interference greater than zero,
but not a deliberate information flow between two users. @endor instance the system of Figlide 6-b.
Leta, b be the actions executed and observed,byy the actions executed and observed laydc, d the
actions executed and observed\byin this example, successive actions and observationsoctpses
r,u andv are independent. If we suppose that choices of procese equiprobable, then the average
information leak is 13 bits at each transition (the details of the calculus areigea in the extended
version). This means that useinfers an average number of3 bits onu’s behavior at each transition of
the system. There is clearly an interference in the systemsearv can almost infer the exact behaviors
of usersu (up to the last or b) from his own observations. Furthermore, such kind of fetence can
occur an arbitrary number of times. Let us recall at this paimajor difference between covert channels
between two agents, v and interference betweanandv. When an interference occurs, procedsas
learned some information abauis actions or states. In a covert channetlecidesto send some hidden
information tov, and both processes have agreed on a protocol to conveynthisnation. Hence, we
can not consider that the system of Figure 6-b contains aricokiannel fromu to v (nor the converse
direction), as the decision to execuater b is not a choice from process but a consequence of a choice
of process (that chooses between acti@randy). However, a covert channel exists framo u and
fromr tov, as it suffices for procegsto play actionx or y to allow distinct observations amand onv.
The covert channel characterization introduced in se@fishows a dependency between deeisions

of a sending procesghat is actions performed from states in which this prodess more than one
fireable action, andbservable consequences on a receiving procelssvever, even reformulated this
way, nothing guarantees that the capacity of such coverirgis can be expressed as a closed formula.

Several other works have used information theory to comthédbandwidth of already identified
covert flows. |. Moskowitz shows ir_[15] how a very simple infaation aggregation system can be
perverted to create a covert channel between two users,angutes its capacity. We will adapt this
example in sectionl6 to illustrate our characterization @fect channels. Several other works have
studied and quantified covert flows in TCP/IP[[1] 16]. Somenakss simply consist in filling useless
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bits in TCP frames to hide information (this security leakesh TCP piggybacking has been corrected
ever since). More elaborate coding strategies modulateusleeof packets in time windows to pass
information (the shape of the function denoting the cunadatumber of messages encodes the input
symbols in a covert channel)![7]. |. Moskowitz remarks thddliag non-deterministic delays for the
transmission of packets reduces the capacity of timingrt@bannels, and has proposed a mechanism
called the “network pump”. The pump stores sent packets f@ndom time, and then delivers them
to their destination[[11]. This mechanisms does not closertdlows, but reduces their capacity, as
demonstrated by [7]. However, it also impose a time penaltyonest users of the system.
d

Figure 7: A system that is not interferent, but contains aedoshannel

At this point, let us summarize the mentionned differencesvben interference and presence of
covert flows in systems. Systems that contain a leak but daltot iteration of leaks, or that leak the
same information from an agent to another an arbitrary nummbtémes do not contain covert flows, but
are interferent. A generalization of interference to itedamultivalued interference (definitieh 8 in this
paper) fails to characterize covert flows of informationhwggpacity lowr than 1. When interference is
characterized as a non-null mutual information betweeiorenf an agent and observations of another
(as in [14]), some systems might be found interferent, budgatot contain covert flows. Last, consider
the example of Figurgl 7, where actioa are executed and observed by aggrdctions c,d executed
and observed by agert and action,y are executed and observed by agenin this systemy does
not interfere withv (both if we consider SNNI or BSNNI), but this system contaénsover channel, as
all a's are followed by &c, and allb's are followed by ad. We do not know if such situation ecapes a
characterization by all notions of interference, but spifsseems that although interference and covert
flow presence look very similar, they are indemthogonal propertie®f systems.

6 An example: the acknowledgment channel

We have shown in previous sections that a characterizafi@owert channels should 1) highlight de-
pendencies between iterated and deliberate choices oboding process on one side, and the observed
conseguences of these choices on another process, buhal®) each occurrence of these choices can
allow the transfer of less than one bit of information. Laage theory is well suited to deal with 1
while information theory is well adapted to deal with Sectiori ¥ reconciles both parts of the problem,
and brings covert channel discovery back to the computatiacapacity for channels with side state
information.

Let us illustrate our approach with a toy example inspirenf{15]. Figurd 8 describes an informa-
tion aggregation system. Several agents caltdctorscollect information that are then sent to another
agent called theentral observer The role of the central observer is to analyze the data geovby
observers, and to give an overall expertise (statistiaspeation of mean values, ...). Data are sent at
regular rate from each collector to the central, using dagasages of type. The ascending commu-
nication path is not reliable, and can lose messages, wathghility p. The descending path is reliable,
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and the central sends acknowledgment messages to itstodle¢c indicate whether it received or not
the last message. Message losses are detected using simdtgn a message is successfully received,
the central sends alck message to the collector. In case a timer expires, the teetnds dNackmes-
sage with the expected packet number to the collector. @oHlevait for the answer from the central
before sending a new packet, that is at a given time, thetem®st one data packet transiting from each
collector to the central.

In addition to this simple mechanism, the system has sticisty rules: collectors have no means
to communicate, and the central can not communicate witleatols. The main reason is that the
individual data collected locally has almost no value, Inatt tthe global data obtained by aggregation
or the diagnosis computed should be protected. For thimmea®mmunications from the central to
the collectors are observed, and a monitor filters all mess#uat are noAck/Nacks In addition to
this, the central observer is frequently audited, and shbale received all acknowledged packets. An
immediate idea to establish a covert channel is tcAdeandNackmessages to transfer 0 or 1 from the
central to a chosen collector. However, the central can ediade as received a lost packet, as this will
be discovered during the audit. Nevertheless, when a packeteived, it can be falsely declared as lost,
and a useless retransmission is done by the collector.

I-pm ack/nack
ack/nack p loss ack/nack

collector 1 ‘ collector2 ‘ —————————

Figure 8: An information aggregation system.
Figure[9-a depicts the normal behavior of a pair collectii@l, i.e. when none of them have been

corrupted to establish a covert information flow. The lossynmunication medium has been represented
as an additional process, that simply transfetkandN ackmessages, and transfers or loaseaessages
along the ascending way. To depict this system, we will aerdihree processest, the central observer,
med the communication medium, amo the collector. Actions of the system are of the fopix, p?x,
p loss p setand p tout, denoting respectively the sending of a message of xyipe a process, the
reception of a message of tygdy a process, the loss of a message, a timer setting or a timeout. In
addition to the transitions, we add to the model a func®arihat associates probability to the loss
of messagen. We hence hav®s(2,medm,3) = (1— p) andPs(2,medloss4) = p. This system can
not be used to transfer information frd@T to CO, asCT just copies the choices of the communication
medium.

Figure[9-b shows a slightly modified system, where the ceabrserver can cheat, and declare lost
a packet it has received. With this new protocol, when thernamication medium does not loose the
transmitted packet (this occurs with probability- 1), the central observer can pass without loss or noise
a bit of information (sendingck/nackeventually leads to a reception of the acknowledgment rgeysa
to the collector. This is a perfect channel. Conversely,mdnpacket is lost (this occurs with probability
p, the central observer can only sendagckpacket, that will eventually be received by the collectdnisT
is a zero capacity channel. If we look at this system from theet channel point of view, it is a state
channel, where the state only depends on the medium (anchribeanputs/outputsack/nack) and is
iid. Moreover, the central knows causally in which statedhstem is. We can then apply the technique
of [19] described in Thm 1 to compute the capa€ify,sk(CT,CO) of this channel.

Figure[10-a shows our two-state channel with side inforomatiAccording to the state in which the
system isCT andCO communicate either through a perfect or zero-capacity mélarWhen in state
S5, the input symbols used I6yT are the sending aicknackmessages, i.&Xs_ss € {!ack !nack } and

I-pm

I-pm
p loss

p loss
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Flgure 9: a) The original protoccﬂ By 1’i’he corrupted protaedbuild a covert channel
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Figure 10: a) A state channel for the flow frddT to CO b) A stateless channel with identical capacity

when in state®, Xs_s € {!ack}. Whatever the state is, the output symbols rea@©®yare the receptions

of ackinack Y € {1 =?ack 0 =?nack. From Thm 1, the state channel (see Figure 10-a) is equiMalen
stateless channel depicted in Figuré 10-b. Its input isen8th vectol = (Xs_s5, Xs_ss) that can take 2
values:T € {a= (!nack !nack),b = (lack !nack)} and the output alphabet is unchanged. The transition
probabilities (see table in Figurel10-b) are those of theadled Z-channel[4]. Therefore the capacity of
the equivalent stateless channeligs(CT,CO) = log,(1+2-5(P), wheres(p) = P! p*(lljg)")g“* P,

It is interesting to compare this capadyosk(CT,CO) with the case with perfect state knowledge at the
collector as well. With perfect state knowledge at both i@rend collector, the capacity is-1p since

1 bit of information is sent each time the channel is in s&&tewhich occurs with probability & p. In

our example, only the transmitter knows the state and thaaiCyosk(CT,CO) < 1—p.

7 IT based characterization of covert flows

We have shown in previous sections that the terms interferamd covert channels refer to different
kinds of leaks, and orthogonal properties of systems. &ngjldiscrete channels characterization misses
some obvious channels with capacity lower than 1. This@egtioposes an information theoretic char-
acterization of covert flows. The main idea is to considet ¢hhidden channel exists from useto
userv in a systenSif u andv can useSto simulate a memoryless communication channel with state
with capacity greater than 0. We define this characterigatiawo steps: we first define some transition
systems that simulate a communication channel with statesd systems will be callddalf-Duplex
systems. We then define control flows covert channels as peeita for a pair of users, v to change
their interactions with the rest of the system, i.e. tramsfa systenSinto a new systen8 in such a
way thatS is a Half-duplex system, and is observationnaly equivaier® for all other agents. Then,
computing the capacity of such covert flow resumes to comgtitie capacity of the communication
channel simulated bg.

Definition 9 Let S= (Q,—,Z,qp) be a transition system. A state=Q is controlledby process g &
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iff for any transition(q,a,q'), Ex(@) = p. The system S is idalf-Duplex between two processes u and
v iff there exists a state x (called tlentrol stat® a set of states EN- s, . ..,y controlled by u (called
theencoding statgsand two bounds K K> such that:

e any path originating from x of length greater or equal tg gasses through one state of EN,

e any path originating from a state; @ EN of length greater or equal toJkpasses through x and

contains at least one transition labeled by an action in Gfs),

e no path from x to one of the states in EN uses transitions ¢abey Ex?(u).

For simplicity, we will also assume that=¢ Mgys1(y) (£ (Path(x,x))) forms a code, i.e. any word w
in Y* has a unique factorization w Y1.Y>. .. Yk.

More intuitively, the states dEN are states from which the sending procade a covert channel
will encode information. Passing from statdo a stateg; € EN simulates a choice of a new channel
state, and is an essential condition to allow for a trarslatif transition systems into state channels.
This does not mean however that the capacity of hidden flowsioabe computed in transition systems
that do not meet this condition. The additional conditioat thll states ifEN are controlled by is not a
real constraint. In fact, we can easily ensure that all state controlled by a single process by adding
an additional actor to the system that schedules the negepsaallowed to move. Clearly, Half-duplex
channels simulate the behavior of communication channigsside state information, and the states of
this channel will be the encoding states of the half-dupiestegn. Chosing an action (or a sequence of
actions) ofu from an encoding statg simulates the sending of an input symbol in the communioatio
channel with state, and the observation performed lbgfore returning to statesimulates the reception
of an output symbol. With the constraints imposed by the di&fin we can ensure that the choice of
an encoding state is an i.i.d variable, that is independen fictions olu andv. The code assumption
means that the receiving process in the covert flow also kimmsmany times the channel was used.
This hypothesis can be easily relaxed, but we will use it st of the paper as it simplifies translation
to a communication channel model. We refer interested reddehe extended version of this work for
a more general framework without this code assumption.

Figure 11: General shape of a Half-duplex transition system

Figure[11 shows the general shape of half-duplex systemsreTik a single concentrator state
Unlabelled arrows originating fromdenote a sequence of transitions that is unobservabie farows
labeled byu; denote an action of process Arrows labeled byy, denote sequences of transitions for
which wordy; is observed by process Half-duplex transition systems simulate the behaviorarhe
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communication channel with state. We can easily build theukited channel, and then compute the
capacity of the obtained model to quantify the importanca leiak.

Definition 10 Let S=(Q,—,Z,qo) be a Half-duplex transition system from u to v, with encoditages
EN, control state x, and probability functior.PT hestate channel from to v contained in S is the state
channel with side information Gy = (S X,Y,0s, {ps(Y | X) }sc. ), Where:

S is arandom variable over a set of statgs= EN

® Jq = Zpepathixg)Ps(P) is the probability to reach statg from state x.

X is a random variable defined ovet” = |J Mg,1(y (L (Path(g;,x))), the set of sequences of
g€EN

actions executed by process u to move from a stateE0N to state x.
Y is arandom variable defined ovéf = U Mops1(y) (£ (Path(g;,X))), the set of sequences of
g<€EN

actions observed by process v to go from stat® gtate x.
Pg (Y | W) = > Ps(p)
pePath(g;,x),Nu(Z(p))=w.Mv(Z(p))=y

The translation from a half duplex transition system to gesthannel immediately gives a capacity
of information flows fromu to v. Note however that this implicitly means that the sendirgcpss in the
covert channel must have perfect knowledge of the systdatis & achieve this capacity. When process
u does not know perfectly the state of the system, the capatitiie state channel computed frdgn
should only be seen as an upper bound of an achievable capacit

The capacityCs,y of the state channel computed from a half duplex transitistesnS gives the
average mutual information between sequences of choiesied byu and observations of procegs
between two occurrences of stateNon-zero capacity of such information flow fraimto v in a Half du-
plex system then highlights a capacity to transfer inforamafrom u to v using systen®. Note however,
that a capacity is an average humber of pds useof the channel, and does not give the bandwidth of the
channel, which is an average number of bits transfepexdime unit Usually, capacity and bandwidth
are tightly connected for communication channels, as ieigdently assumed that channels are used at a
constant ratd . However, in our covert flow setting, each channel use mag hadistinct duration. We
do not yet know whether there exists a closed form or singterleharacterization for the bandwidth of
a covert channel. However, non-zero capacity means nankserdwidth, and capacity is still relevant
to characterize covert flows.

Now that Half-duplex systems are defined, we can proposeracieaization for some covert chan-
nels. The main intuition behind the following definition st a covert flow exists when two users/
can modify their behavior in such a way that the resultingesysis observationnally equivalent for all
other agents, but simulates a communication channel vdte iomu to v, with capacity greater than 0.

Definition 11 A transition system S containgantrol-flow covert channdtom u to v if communications
from u to v are not allowed by the security policy, and theistexa Half-duplex transition systerh(&om
u to v) such that:
i) n??\u,v(g) = n@\u.v(s)’
i) m,(S) andrg,(S) are defined over the same sets of messagesri}(@) and 15,(S).
"l) CS.U,V > O

The systemS is obtained by replacing processesandv in S by corrupted processas and Vv
that implement a covert channel. The half-duplex requirgnemsures that a capacity for a supposed
covert flow fromu’ to v’ can be effectively computed. Item means that the corrupted system must be
equivalent from the non-corrupted users point of view. Théans in particular that only processesnd
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v can be changed. Itein) means that processesand vV must not implement direct communications
from u’ to v, which would be detected by the mechanisms enforcing thargg policy. In addition to
this, when direct and uncensored communications fudmv exist, establishing a covert channel makes
no sense. The last iteiin) means that’ and v’ implement a channel with non null capacity, i.e a covert
channel.

One may notice that there exists an infinite number of canelijeocesses to replaceandv while
satisfying conditions) andii). We can however restrict arbitrarily our search to systdrasare equiva-
lent up to a bounded size. One can immediately remark thath atsystentis seen as the composition
of independent processes that communicate via chanrel$ + S,||S || ... [|S||S/, S is obtained by
replacingS, andS, by some variant§, and S, that compose similarly with the rest of the system (the
sequences of observed messages transiting betweand the rest of the system are similar). It might
be useless to testl models up to a certain size, and we think we can limit the $etara finite set of
canonical models in which processeandv have the same number of states but more transitions, and
behave as expected by the rest of the system. This remaire/boto be demonstrated.

Definition[11 characterizes covert flows in a situation wremamunications fronu to v are forbid-
den by the security policy. However, covert flows can alsaeappver legal communications (this is for
instance the case of TCP piggybacking). In such situat@sgcurity policy may consist in monitoring
or record all messages fromto v, and forbid illegal message or contents. Covert flow in tloistext
are calledegitimate channeland their purpose is to bypass the monitoring mechanismeXample of
sectior 6 should be considered as a legitimate channel/lastoos and central observer are allowed to
communicate.

Definition 12 A transition system S containslegitimate covert channdrom u to v if u and v are
allowed to communicate by the security policy, and therstexd Half duplex transition system S’ such
that 77,(S) and 7,(S) are defined over the same alphabetsragS) et 15,(S), T\ uy(S) = T\ uy (),
and Gg yy —Csuyv >0

Definition[12 characterizes situations where modificatibthe behavior of two processes can add
information to the legal contents exchanged when usingtigenal system. Coming back to the example
of section 6, we can notice that there exists no informatiow from CT to CO in the original model,
even if both processes are allowed to exchange acknowledgmessages. The communication state
channel computed from this description alternates chanmbére only a single input/output is allowed
(one state allows to serack the other allows to sendack, hence with zero capacity. This is not
surprising, as in the original specificati@T only forwards taCO a choice from the environment that is
independent from its own actions. Note however that théalntpacity of information flows between
two processes that can establish a covert channel is nasagenull. Indeed, some communications can
be allowed by the security policy. A covert channel shoukhthe seen as a mechanism that increases
the capacity of information flows between two designatedigmi(the designated sender and receiver
processes).

So far, definition§ 11 arld 12 remain imprecise on the secpaligy. Both definitions could require
thatS complies with the security policy, but this means expresgsitis policy as a formal model. For
instance, if the security policy is enforced by a monitorgrgcesshy that detects deviations from a
normal behavior, this additional requirement is ensuredi pyri,,(S) = T\ uy(S). In the global
security policy is given as a transition syst&g, we simply must ensure tha#’(S) C .Z(Sse)-

8 Conclusion

We have shown how to characterize some covert channels trsingjition systems and information
theory. This characterization shows that a chosen paire@fsusan simulate a communication channel.
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We then translate this transition system to a finite statermflamodel, for which we have effective
means to compute a capacity. A capacity greater than 0 mbahshe chosen users can establish a
covert flow. This characterization works even for coverbiniation flows with capacity lower than 1
bit, but is restricted to a class of transition systems daila/f-duplex systems. This restriction is mainly
motivated by the obligation to compute a capacity for infatimn flows. It imposes in particular that all
inputs to the covert channels are independent from the p&siiever, in many systems, an input and
the corresponding outputs can influence the next state.gbniques should be extended to handle this
situation. Note however that effective capacity approsiamafor channels with memory it is still an open
guestion in information theory. We do not expect to obtamsel forms for capacities of covert flows,
but good upper bounds can certainly be achieved, and dres#tful to characterize leaks. We also have
assumed that the output alphabet in a covert channel wasea dtils assumption was mainly written
to simplify the description of our translation from tramit systems to communication channels. It can
be easily removed at the cost of an approximation, as urncria factorization of received outputs
can be seen as adding some randomness in a channel. Singlarighannel model supposes that the
sender has perfect information on the state of the systeis.i§ hot always the case in real systems, but
capacities achieved with imperfect information are neadlgslower than with perfect information, so
this assumption causes no harm to the proposed charatiteriza

Our covert channel characterization defines a covert flom@possibility to corrupt a system in an
unobservable way. This definition does not bring an effeciilgorithm to check for covert channels, as
there might be an infinite number of such variants of a systeanrent solution is to bound the memory
of attackers, and work with variant models of size up to tinst] We think however that the search can
be limited to a set of canonical variants, as creating netesia the corrupted processes simply means
unfolding the original processes in a way that is equivalernhe original observation. In a memoryless
system, this does not seem to bring any more encoding povedtatctkers than allowing more behaviors
with the same number of states. This however has to be deratatst

Last, notice that the proposed characterization only dedls a specific kind of covert flow, and
is defined for transition systems. It does not consider tiamg, exhibits a memoryless communication
channel with state between two users. We do not know yetsfapproach generalizes to wider classes of
models, covert flows, and communication channels. Of cours&o not expect to be able to characterize
any kind of covert flow using this kind of technique, and theraach proposed in this paper should be
seen as complementary of other security tools such as nerigrence. However, we think that such
characterization captures the essence of covert chatimati$s the capacity for a pair of users to establish
a communication.
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