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Functional coroutines are a restricted form of control mechanism, where each coroutine is represented with both a continuation and an environment. This restriction was originally obtained by considering a constructive version of Parigot’s classical natural deduction which is sound and complete for the Constant Domain logic. In this article, we present a refinement of de Groote’s abstract machine for functional coroutines and we prove its correctness. Therefore, this abstract machine also provides a direct computational interpretation of the Constant Domain logic.

1 Introduction

The Constant Domain logic (CD) is a well-known intermediate logic due to Grzegorczyk [30] which can be characterized as a logic for Kripke frames with constant domains. Although CD is semantically simpler than intuitionistic logic, its proof theory is quite difficult: no conventional cut-free axiomatization is known [37], and it took more than three decades to prove that the interpolation theorem does not hold either [40]. However, CD is unavoidable when the object of study is duality in intuitionistic logic. Indeed, consider the following schema (called either D [30] or DIS [50]), where $x$ does not occur free in $B$:

$$\forall x(A \lor B) \vdash (\forall x A) \lor B$$

The dual of this schema is $(\exists x A) \land B \vdash \exists x(A \land B)$ which is clearly valid in intuitionistic logic. Thus bi-intuitionistic logic (also called Heyting-Brouwer logic [50] or subtractive logic [12]), which contains both intuitionistic logic and dual intuitionistic logic, includes both schemas.

Gönnemann proved that the addition of the DIS-schema to intuitionistic predicate logic is sufficient to axiomatize CD [25] (and also that the disjunction and existence properties hold, so CD is still a constructive logic). Moreover, Rauszer proved that bi-intuitionistic logic is conservative over CD [50] (Section 3, p. 56), which means that the theorems of bi-intuitionistic logic with no occurrence of subtraction are exactly the theorems of CD. As a consequence, we should expect at least the same difficulties with the proof-theoretical study of bi-intuitionistic logic as with CD. In particular, if we want to understand the computational content of bi-intuitionistic logic, it is certainly worth spending some time on CD.

Although there is no conventional cut-free axiomatization of CD, there are some non-conventional deduction systems which do enjoy cut elimination. The first such system was defined by Kashima and Shimura [32, 53] as a restriction of Gentzen’s sequent calculus LK based on dependency relations. Independently, we described [10] a similar restriction using Parigot’s classical natural deduction [44] instead of LK. Another difference lies in the fact that our restriction can also be formulated at the level of proof terms (terms of the $\lambda\mu$-calculus in Parigot’s system), independently of the typing derivation. Such proof terms, which are terms of Parigot’s $\lambda\mu$-calculus, are called safe in our calculus [13]. The intuition behind this terminology is presented informally in the introduction of this article as follows:
“ [...] we observe that in the restricted \( \lambda \mu \)-calculus, even if continuations are no longer first-class objects, the ability of context-switching remains (in fact, this observation is easier to make in the framework of abstract state machines). However, a context is now a pair \( \langle \text{environment}, \text{continuation} \rangle \). Note that such a pair is exactly what we expect as the context of a coroutine, since a coroutine should not access the local environment (the part of the environment which is not shared) of another coroutine. Consequently, we say that a \( \lambda \mu \)-term \( t \) is \textit{safe with respect to coroutine contexts} (or just \textit{safe} for short) if no coroutines of \( t \) access the local environment of another coroutine.”

In this paper, we provide some evidence to support this claim in the framework of abstract state machines. As a starting point, we take an environment machine for the \( \lambda \mu \)-calculus, which is defined and proved correct by de Groote [28] (a very similar machine was defined independently by Streicher and Reus [55]). Then we define a new variant of this machine dedicated to the execution of safe terms which works exactly as hinted above (let us call it the \textit{coroutine machine}). Note that this modified machine is surprisingly simpler than what we would expect form the negative proof-theoretic results. We actually obtain a direct, meaningful, computational interpretation of the Constant Domain logic, even though dependency relations were at the beginning only a complex technical device.

As usual with environment machines, it is more convenient to encode variables as de Bruijn indices (in particular for correctness proofs). Since safe \( \lambda \mu \)-terms have different scoping rules than regular \( \lambda \mu \)-terms, the translation into de Bruijn terms should yield different terms: safe \( \lambda \mu \)-terms need to use \textit{local indices} to access the local environment of the current coroutine, whereas arbitrary terms use the usual \textit{global indices} to access the usual global environment.

As a consequence of this remark, we obtain a proof of correctness of the coroutine machine which is two-fold. We first introduce an intermediate machine which works with \textit{local indices, global environment and indirection tables}, then we show that this intermediate machine:

- is simulated by de Groote’s machine,
- is simulated by the coroutine machine.

We prove that both simulations are sound and complete, and as a consequence, we obtain the correctness of the coroutine machine with respect to de Groote’s machine.

The plan of the paper is the following. In Section 2 we first recall the notion of safety [10], and then we present a simpler (but equivalent) definition of safety which is more convenient for correctness proofs. In Section 3, we present our variant of de Groote’s machine and the coroutine machine. Finally, in Section 4, we detail the proof of correctness: we describe the intermediate machine and the two simulations together with their properties (all the proofs were mechanically checked with the Coq proof assistant, and the formalization is available in the companion technical report [14]).

1.1 Related work

\textbf{Computational interpretation of classical logic}

Since Griffin’s pioneering work [27], the extension of the well-known formulas-as-types paradigm to classical logic has been widely investigated for instance by Murthy [43], Barbanera and Berardi [3], Rehof and Sørensen [51], de Groote [29], and Krivine [35]. We shall consider here Parigot’s \( \lambda \mu \)-calculus mainly because it is confluent and strongly normalizing in the second order framework [44]. Note that Parigot’s original CND is a second-order logic, in which \( \forall, \land, \exists, \exists^2 \) are definable from \( \rightarrow, \forall, \forall^2 \). An
extension of CND with primitive conjunction and disjunction has also been investigated by Pym, Ritter and Wallen [48] and de Groote [29].

The computational interpretation of classical logic is usually given by a $\lambda$-calculus extended with some form of control (such as the famous $\text{call/cc}$ of Scheme or the catch/throw mechanism of Lisp) or similar formulations of first-class continuation constructs. Continuations are used in denotational semantics to describe control commands such as jumps [58][54]. They can also be used as a programming technique to simulate backtracking and coroutines. For instance, first-class continuations have been successfully used to implement Simula-like cooperative coroutines in Scheme [23] or to provide simple and elegant implementations of light-weight processes (or threads) [20]. This approach has also been applied in Standard ML of New Jersey [52] using the typed counterpart of Scheme’s $\text{call/cc}$ [31]. The key point in these implementations is that control operators make it possible to switch between coroutine contexts, where the context of a coroutine is encoded as its continuation.

Coroutines

The concept of coroutine is usually attributed to Conway [9] who introduced it to describe the interaction between a lexer and a parser inside a compiler. They were also used by Knuth [34] (Section 1.4.2, p. 193) who saw them as a mechanism that generalizes subroutines (procedures without parameters). Coroutines first appeared in a mainstream language in Simula-67 [17] and a formal framework for proving the correctness of simple Simula programs containing coroutines has even been developed [8]. Coroutine mechanisms were later introduced in several programming languages, for instance in Modula-2 [59], and more recently in the functional language Lua [41][42].

Marlin’s thesis [38], which is cited as a reference for coroutines implementations [41], summarizes the characteristics of a coroutine as follows:

1. the values of data local to a coroutine persist between successive occasions on which control enters it (that is, between successive calls), and
2. the execution of a coroutine is suspended as control leaves it, only to carry on where it left off when control re-enters the coroutine at some later stage.

That is, a coroutine is a subroutine with a local state which can suspend and resume execution. This informal definition is of course not sufficient to capture the various implementations that have been developed in practice. To be more specific, the main differences between coroutine mechanisms can be described as follows [41]:

- the control-transfer mechanism, which can provide symmetric or asymmetric coroutines.
- whether coroutines are provided in the language as first-class objects, which can be freely manipulated by the programmer, or as constrained constructs;
- whether a coroutine is a stackful construct, i.e., whether it is able to suspend its execution from within nested calls.

Symmetric coroutines generally offer a single control-transfer operation that allows coroutines to pass control between them. Asymmetric control mechanisms, sometimes called *semi-coroutines* [16], rely on two primitives for the transfer of control: the first to invoke a coroutine, the second to pause and return control to the caller.

A well-known illustration of the third point above, called “the same-fringe problem”, is to determine whether two trees have exactly the same sequence of leaves using two coroutines, where each coroutine recursively traverses a tree and passes control to the other coroutine when it encounters a leaf. The
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\[
x : \Gamma, A^x \vdash \Delta; A
\]

\[
\frac{t : \Gamma, A^x \vdash \Delta; B}{\lambda x.t : \Gamma \vdash \Delta; A \rightarrow B} (I \rightarrow) \quad \frac{t : \Gamma \vdash \Delta; A \rightarrow B}{t \ u : \Gamma \vdash \Delta; B} (E \rightarrow)
\]

\[
\frac{t : \Gamma \vdash \Delta; A}{\text{throw } \alpha \ t : \Gamma \vdash \Delta, A^\alpha; B} (W_R) \quad \frac{t : \Gamma \vdash \Delta, A^\alpha; A}{\text{catch } \alpha \ t : \Gamma \vdash \Delta; A} (C_R)
\]

Table 1: Classical Natural Deduction

elegance of this algorithm lies in the fact that each coroutine uses its own stack, which permits for two simple recursive tree traversals.

Although the first occurrence of the same-fringe problem in the litterature seems indeed to be an illustration of a coroutine mechanism [47], researchers did not agree on whether coroutines were really required to solve this problem. In fact, several “iterative” solutions were then proposed for instance by Greussay [26]. Anderson [1] and McCarthy [39]. In fact, a variety of inter-derivable solutions of this problem exist that do not solely rely on coroutines [6]. However, since we are also interested in program logics, it is relevant to quote McCarthy’s conclusion about his own solution: “A program with only assignments and goto’s may have the most easily modified control structure. Of course, elegance, understandability and a control logic admitting straightforward proofs of correctness are also virtues”.

More recently, Anton and Thiemann described a static type system for first-class, stackful coroutines [2] that may be used in both, symmetric and asymmetric ways. They followed Danvy’s method [18] to derive definitional interpreters for several styles of coroutines from the literature (starting from reduction semantics for Lua). This work is clearly very close to our formalization, and it should help shed some light on these mechanisms. However, we should keep in mind that logical deduction systems come with their own constraints which might not be fully compatible with existing programming paradigms: nobody knows to what extent what Griffin did for continuations [22] can be done for coroutines.

**Remark.** Asymmetric coroutines often correspond to the coroutines mechanism made directly accessible to the programmer (as in Simula or Lua), sometimes as a restricted form of generators (as in C#). On the other hand, symmetric coroutines are generally chosen as a low-level mechanism used to implement more advanced concurrency mechanisms (as in Modula). An other such example is the Unix Standard [56] where the recommended low-level primitives for implementing lightweight processes (users threads) are `getcontext`, `setcontext`, `swapcontext` and `makecontext`. This is the terminology we have previously adopted for our coroutines [13]. However, since we are working in a purely functional framework, we shall write “functional coroutines” to avoid any confusion with other mechanisms.

## 2 Dependency relations

Parigot’s original CND is a deduction system for the second-order classical logic. Since we are mainly interested here in the computational content of untyped terms, we shall simply recall the restriction in the propositional framework corresponding to classical logic with the implication as only connective (in Table 1). We refer the reader to [10] [13] for the full treatment of primitive conjunction, disjunction and quantifiers (including the proof that the restricted system is sound and complete for CD).
**Remark.** We actually work with a minor variant of the original $\lambda\mu$-calculus, called the $\lambda_{ct}$-calculus, with a primitive catch/throw mechanism \cite{[11]}. These primitives are however easily definable in the $\lambda\mu$-calculus as
\[
\text{catch } \alpha t \equiv \mu \alpha[\alpha]t \quad \text{and} \quad \text{throw } \alpha t \equiv \mu \delta[\alpha]t
\]
where $\delta$ is a name which does not occur in $t$.

Since Parigot’s CND is multiple-conclusioned sequent calculus, it is possible to apply so-called Dragalin restriction to obtain a sound and complete system for CD. This restriction requires that the succedent of the premise of the introduction rule for implication have only one formula:
\[
\frac{\Gamma, A \vdash B}{\Gamma \vdash \Delta, A \rightarrow B}
\]

Unfortunately, the Dragalin restriction is not stable under proof reduction. However, a weaker restriction which is stable under proof reduction, consists in allowing multiple conclusions in the premise of this rule, with the proviso that these other conclusions do not depend on $A$. These dependencies between occurrences of hypotheses and occurrences of conclusions in a sequent are defined by induction on the derivation.

**Example.** Consider a derived sequent $A, B, C \vdash D, E, F, G$ with the following dependencies:

\[
\begin{array}{c}
A, \quad B, \quad C \vdash D, \quad E, \quad F, \quad G
\end{array}
\]

Using named hypotheses $A^\alpha, B^\beta, C^\gamma \vdash D, E, F, G$, this annotated sequent may be represented as:

\[
A^\alpha, B^\beta, C^\gamma \vdash \{z\} : D, \{x, z\} : E, \{\} : F, \{x, z\} : G
\]

Let us assume now that $t$ is the proof term corresponding to the above derivation, i.e., we have derived in CND the following typing judgment:

\[
t : A^\alpha, B^\beta, C^\gamma \vdash D^\alpha, E^\beta, F^\gamma; G
\]

then we could also obtain the same dependencies directly from $t$, by computing sets of variables used by the various coroutines (where $[]$ refers to the distinguished conclusion), and we would get:

- $S_\alpha(t) = \{z\}$
- $S_\beta(t) = \{x, z\}$
- $S_\gamma(t) = \{\}$
- $S_{[]} (t) = \{x, z\}$

**Remark.** Deduction systems which rely on the Dragalin restriction usually do not enjoy the cut elimination property: there are some derivable sequents for which no cut-free proof exists. Pinto and Uustalu \cite{[45]} recently presented such a counter-example (which is also mentioned by Goré and Postniece \cite{[24]}) for Rauszer’s sequent calculus for bi-intuitionistic logic \cite{[49]}. They show that there is no cut-free proof of the following sequent in Rauszer calculus:

\[
p \vdash q, (r \rightarrow ((p - q) \land r))
\]
There is however a cut-free proof of this sequent in various extended sequent calculi \cite{24, 45, 46} and, as expected, there is also a cut-free proof in the dependency-based system for bi-intuitionistic logic \cite{13}:

\[
\frac{p \vdash q, (p-q)}{p, r \vdash q, ((p-q) \land r)}
\]

The above presentation assumes that dependencies are explicitly displayed in derivations. In fact, there is no need to actually annotate sequents with dependency relations: the relevant information is already present inside the proof term. Let us recall how these dependencies can be extracted \cite{13}. In the following definition \(S_\delta(t)\) corresponds to the set of variables of \(t\) which are used by coroutine \(\delta\), whereas \(S_{\parallel}(t)\) corresponds to the set of variables of \(t\) which are used by the “current” coroutine.

**Definition 1.** Given a term \(t\), for any free \(\mu\)-variable \(\delta\) of \(t\), the sets of variables \(S_\delta(v)\) and \(S_{\parallel}(u)\) are defined inductively as follows:

\[\begin{align*}
\bullet & \quad S_{\parallel}(x) = \{x\} \quad S_\delta(x) = \emptyset \\
\bullet & \quad S_{\parallel}(\lambda x.u) = S_{\parallel}(u) \setminus \{x\} \quad S_\delta(\lambda x.u) = S_\delta(u) \setminus \{x\} \\
\bullet & \quad S_{\parallel}(u v) = S_{\parallel}(u) \cup S_{\parallel}(v) \quad S_\delta(u v) = S_\delta(u) \cup S_\delta(v) \\
\bullet & \quad S_{\parallel}(\text{catch } \alpha u) = S_{\parallel}(u) \cup S_\alpha(u) \quad S_\delta(\text{catch } \alpha u) = S_\delta(u) \\
\bullet & \quad S_\parallel(\text{throw } \alpha u) = \emptyset \quad S_\delta(\text{throw } \alpha u) = S_\delta(u) \text{ for any } \delta \neq \alpha
\end{align*}\]

**Definition 2.** A term \(t\) is safe if and only if for any subterm of \(t\) which has the form \(\lambda x.u\), for any free \(\mu\)-variable \(\delta\) of \(u\), \(x \notin S_\delta(u)\).

**Example.** The term \(\lambda x.\text{catch } \alpha \lambda y.\text{throw } \alpha x\) is safe, since \(x\) was declared before \(\text{catch } \alpha\) and \(x\) is thus visible in \(\text{throw } \alpha x\). On the other hand, \(\lambda x.\text{catch } \alpha \lambda y.\text{throw } \alpha y\) is not safe, because \(y\) is not visible in \(\text{throw } \alpha y\). More generally, for any \(\alpha\), a term of the form \(\lambda y.\text{throw } \alpha y\) is the reification of \(\alpha\) as a first-class continuation and such a term is never safe. This can also be understood at the type level since the typing judgment of such a term is the law of excluded middle \(\vdash A^\alpha; \neg A\).

**Remark.** You can thus decide a posteriori if a proof in CND is valid in CD simply by checking if the (untyped) proof term is safe.
Example. Here is a derivation of schema DIS in CND (using a primitive disjunction):

\[
\begin{align*}
\text{inl } a & \rightarrow a \\
\text{inr } b & \rightarrow \text{throw } \alpha (\text{inr } b) : \forall x (A \lor B)^x \vdash \forall x (A \lor B)^x \\
\text{throw } \alpha (\text{inr } b) & : \forall x (A \lor B)^x \vdash \forall x (A \lor B)^x \land x \\
\text{case } u & \text{ of } \text{inl } a \rightarrow a \\
\text{case } u & \text{ of } \text{inr } b \rightarrow \text{throw } \alpha (\text{inr } b) \\
\text{catch } \alpha (\text{inl } (\text{case } u & \text{ of } \text{inl } a \rightarrow a \mid \text{inr } b \rightarrow \text{throw } \alpha (\text{inr } b))) : \forall x (A \lor B)^x \vdash \forall x (A \lor B)^x \lor \forall x (\forall x A) \lor B
\end{align*}
\]

It is possible to extend the definition of safety to the primitive disjunction and then check that this proof term is safe \([10, 13]\). An alternative consists in relying on the usual definition of disjunction in Heyting arithmetic:

\[
A \lor B \equiv \exists x : \text{int} (x = 0 \Rightarrow A \land x \neq 0 \Rightarrow B)
\]

In this case, the proof term would be:

\[
\text{catch } \alpha (\text{inl } \text{if } \pi_0 (u) = 0 \text{ then } \pi_1 (u) \text{ else } \text{throw } \alpha (\text{inr } \pi_2 (u)))
\]

One can then check that this proof term is indeed safe (where integers, tuples and projections can be encoded in the pure \(\lambda\)-calculus). Note however that the standard second-order encoding of the disjunction in the pure \(\lambda\)-calculus \([22]\) does not work for this derivation, since the second branch of the case statement is not safe when encoded as a \(\lambda\)-abstraction.

Remark. As already noted in Troelstra’s monograph \([57]\) (Section 1.11.3, p. 92), adding the DIS-schema to Heyting Arithmetic yields classical arithmetic (Peano’s Arithmetic). To be more specific, if atomic formulas are decidable (which is the case in HA), one can prove using DIS that any formula is decidable. Fortunately, there is another way to combine DIS with intuitionistic arithmetic which does not suffer from this drawback. Indeed, Leivant introduced system IT(N) \([36]\) as an intuitionistic first-order theory where “being a natural number” is expressed using a unary predicate and where quantifiers over natural numbers need to be relativized. One can check using standard Kripke semantics that IT(N) can be extended with (non-relativized) DIS and that the resulting system is still conservative over Heyting Arithmetic (when restricted to relativized formulas).

2.1 Safety revisited

In the conventional \(\lambda\)-calculus, there are two standard algorithms to decide whether a term is closed: either you build inductively the set of free variables (as a synthesized attribute) and then check that it is empty, or you define a recursive function which takes as argument the set of declared variables (as an inherited attribute), and checks that each variable has been declared.

Similarly, for the \(\lambda\mu\)-calculus there are two ways of defining safety: the previous definition refined the standard notion of free variable (by defining a set per free \(\mu\)-variable). In the following definition, Safe takes as arguments the sets of visible variables for each coroutine, and then decides for each variable, if the variable is visible in the current coroutine. For a closed term, Safe is called with \(\forall \gamma, \forall \mu\) both empty.
**Definition 3.** The property \( \text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(t) \) is defined by induction on \( t \) as follows:

\[
\begin{align*}
\text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(x) &= x \in \mathcal{Y} \\
\text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(t \ u) &= \text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(t) \land \text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(u) \\
\text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(\lambda x.t) &= \text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(x :: \mathcal{Y}, \mathcal{Y}_\mu(t)) \\
\text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(&\text{catch } \alpha t) &= \text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(\alpha \mapsto \mathcal{Y}_\mu(t)) \\
\text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(&\text{throw } \alpha t) &= \text{Safe}^{\mathcal{Y}_\mu(\alpha), \mathcal{Y}_\mu(t)}
\end{align*}
\]

where:

- \( \mathcal{Y} \) is a list of variables
- \( \mathcal{Y}_\mu \) maps \( \mu \)-variables onto lists of variables

**Remark.** This definition can also be seen as the reformulation, at the level of proof terms, of the “top-down” definition of the restriction of CND from [7] which was introduced in the framework of proof search.

As expected, we can show that the above two definitions of safety are equivalent. More precisely, the following propositions are provable.

**Proposition 4.** For any term \( t \) and any mapping \( \mathcal{Y}_\mu \) such that \( \text{FV}_{\mathcal{Y}_\mu}(t) \subseteq \text{dom}(\mathcal{Y}_\mu) \), we have: \( \text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(t) \) implies \( \mathcal{Y}(t) \subseteq \mathcal{Y} \) and \( \mathcal{Y}_\delta(t) \subseteq \mathcal{Y}_\mu(\delta) \) for any \( \delta \in \text{dom}(\mathcal{Y}_\mu) \) and \( t \) is safe.

**Proposition 5.** For any safe term \( t \), for any set \( \mathcal{Y} \) such that \( \mathcal{Y}(t) \subseteq \mathcal{Y} \), for any mapping \( \mathcal{Y}_\mu \) such that \( \text{FV}_{\mathcal{Y}_\mu}(t) \subseteq \text{dom}(\mathcal{Y}_\mu) \) and \( \mathcal{Y}_\delta(t) \subseteq \mathcal{Y}_\mu(\delta) \) for any \( \delta \in \text{FV}_{\mathcal{Y}_\mu}(t) \), we have \( \text{Safe}^{\mathcal{Y}, \mathcal{Y}_\mu}(t) \).

### 3 Abstract machines

In this section, we recall Groote’s abstract machine for the \( \lambda \mu \)-calculus [28], then we present the modified machine for safe terms and we prove its correctness. But before we describe the abstract machines, we need to move to a syntax using de Bruijn indices, and to adapt the definition of safety.

**Remark.** Note that it is also possible to start with an abstract machine for \( \lambda \mu \)-terms with names (instead of de Bruijn indices) as proposed by Streicher and Reus [55], and then define a variant of this machine tailored for safe \( \lambda \mu \)-terms. The main advantage of this approach would be to keep a single syntax (since safety is just a predicate and no compilation is required). However, this apparent simplicity is misleading: it actually more difficult to formally prove the correctness of such a machine (since we have to deal with bound variables and \( \alpha \)-conversion).

#### 3.1 Safe \( \lambda_{\text{ct}} \)-terms

We rely on de Bruijn indices for both kind of variables (the regular variables and the \( \mu \)-variables) but they correspond to different name spaces. Let us now call \( \text{vector} \) a list of indices (natural numbers), and \( \text{table} \) a list of vectors. The definition of \( \text{Safe} \) given for named terms can be rephrased for de Bruijn terms as follows. For a closed term, \( \text{Safe} \) is called with \( \mathcal{Y}, \mathcal{Y}_\mu \) both empty and \( n = 0 \).
Notation 6. We write ‘\( g \)’ for the term consisting only of the variable with index \( g \) (this is just an explicit notation for the constructor that takes an index and builds a term). The rest of the syntax is standard for de Bruijn terms. In particular, since catch is also a binder, it takes only a term as argument in de Bruijn notation (this is similar to the \( \lambda \)-abstraction).

Definition 7. Given \( t \): term, \( I \): vector, \( I_\mu \): table and \( n \): nat, the property \( \text{Safe}_{n, I, I_\mu} (t) \) is defined inductively by the following rules:

\[
\begin{align*}
&\text{Safe}_{n, I, I_\mu} (\text{catch } t) \\
&\text{Safe}_{n, I, I_\mu} (\lambda t) \\
&\text{Safe}_{n, I, I_\mu} (t u) \\
&\text{Safe}_{n, I, I_\mu} (\text{throw } \alpha t) \\
&\text{Safe}_{n, I, I_\mu} (\text{catch } t)
\end{align*}
\]

Remark. Note that \( n \) is used to count occurrences of \( \lambda \) from the root of the term (seen as a tree), and such a number clearly uniquely determines a \( \lambda \) on a branch. Since they are the numbers stored in \( I, I_\mu \), a difference is computed for the base case since de Bruijn indices count \( \lambda \) beginning with the leaf.

3.2 From local indices to global indices

In the framework of environment machines, de Bruijn indices are used to represent variables in order to point directly to their denotation in the environment (the closure which is bound to the variable). On the other hand, the intuition behind the safety property is that for each continuation, there is only a fragment of the environment which is visible (the local environment of the coroutine).

In the modified machine, these indices should point to locations in the local environment. Although the abstract syntaxes are isomorphic, it is more convenient to introduce a new calculus (since indices in terms have different semantics), where we can also rename catch/throw as get-context/set-context (to be consistent with the new semantics). Let us call \( \lambda_{gs} \)-calculus the resulting calculus, and let us now define formally the translation of \( \lambda_{gs} \)-terms onto (safe) \( \lambda_{ct} \)-terms.

Remark. In the Coq proof assistant, it is often more convenient to represent partial functions as relations (since all functions are total in Coq we would need option types to encode partial functions). In the sequel, we call “functional” or “deterministic” any relation which has been proved functional.

Definition 8. The functional relation \( \downarrow_{n, I, I_\mu} (t) = t' \), with \( t : \lambda_{gs} \)-term, \( t' : \lambda_{ct} \)-term, \( I \): vector, \( I_\mu \): table and \( n \): nat, is defined inductively by the following rules:

\[
\begin{align*}
&\downarrow_{n, I, I_\mu} (\text{catch } t) \\
&\downarrow_{n, I, I_\mu} (\lambda t) \\
&\downarrow_{n, I, I_\mu} (t u) \\
&\downarrow_{n, I, I_\mu} (\text{throw } \alpha t) \\
&\downarrow_{n, I, I_\mu} (\text{catch } t)
\end{align*}
\]
The shape of this definition is obviously very similar to the definition of safety. Actually, we can prove that a $\lambda_{ct}$-term is safe if and only if it is the image of some $\lambda_{gs}$-term by the translation.

**Lemma 9.** $\forall I I n t \downarrow t', Safe_{n}^{I, I n}(t') \iff \exists t, \downarrow t, I, I n^t, I n(t) = t'$.

### 3.3 The $K_{ct}$-machine for $\lambda_{ct}$-terms

De Groote’s machine [28] is an extension of the well-known Krivine’s abstract machine (K-machine) which has already been studied extensively in the literature [19]. Moreover, this abstract machine has also been derived mechanically from a contextual semantics of the $\lambda \mu$-calculus with explicit substitutions using the method developed by Biernacka and Danvy [5], and it is thus correct by construction. The $K_{ct}$-machine we describe below is a variant de Groote’s machine tailored for $\lambda_{ct}$-terms.

#### 3.3.1 Closure, environment, stack and state of the $K_{ct}$-machine

**Definition 10.** A closure is an inductively defined tuple $[t, E, E_\mu]$ with $t : \text{term}$, $E : \text{environment}$ (where an environment is a closure list), $E_\mu : \text{stack list}$ (where a stack is a closure list).

**Definition 11.** A state is defined as a tuple $\langle t, E, E_\mu, S \rangle$ where $[t, E, E_\mu]$ is a closure and $S$ is a stack.

#### 3.3.2 Evaluation rules for the $K_{ct}$-machine

**Definition 12.** The deterministic transition relation $\sigma_1 \leadsto \sigma_2$, with $\sigma_1, \sigma_2 : \text{state}$, is defined inductively by the following rules (where $E(k)$ is the $k$-th closure in $E$ and $E_\mu(\alpha)$ is the $\alpha$-th stack in $E_\mu$):

1. $E(k) = [t, E', E'_\mu]$ 
   
   $\langle k', E', E'_\mu, I \rangle \leadsto \langle t, E', E'_\mu, I \rangle$

2. $\langle tu, E, E_\mu, I \rangle \leadsto \langle t, E, E_\mu, [u, E, E_\mu] :: I \rangle$

3. $\langle \lambda t, E, E_\mu, c :: I \rangle \leadsto \langle t, (c :: E), E_\mu, I \rangle$

4. $\langle \text{catch} t, E, E_\mu, I \rangle \leadsto \langle t, E, (I :: E_\mu), I \rangle$

5. $E_\mu(\alpha) = I'$ 
   
   $\langle \text{throw} \alpha t, E, E_\mu, I \rangle \leadsto \langle t, E, I' \rangle$
3.4 The Kgs-machine for λgs-terms (with local environments)

As mentioned in the introduction, the modified abstract machine for λgs-terms is a surprisingly simple variant of de Groote’s abstract machine, where a μ-variable is mapped onto a pair \( \langle \text{environment}, \text{continuation} \rangle \) (a context) and not only a continuation. As expected, the primitives \text{get-context} and \text{set-context} respectively capture and restore the local environment together with the continuation.

3.4.1 Closure, environment, stack and state of the Kgs-machine

Definition 13. A closure \( l \) is an inductively defined tuple \( [t, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu] \) where \( t \) : term, \( \mathcal{L} \) : environment (where an environment \( l \) is a closure \( l \) list), \( \mathcal{L}_\mu \) : environment \( l \) list, and \( \mathcal{E}_\mu \) : stack \( l \) list (where a stack \( l \) is closure \( l \) list).

Remark. For simplicity, we keep two distinct mappings in a closure, \( \mathcal{L}_\mu \) and \( \mathcal{E}_\mu \), but they have the same domain, which is the set of free \( \mu \)-variables. A \( \mu \)-variable is then mapped onto a pair \( \langle \text{environment}, \text{continuation} \rangle \) as expected: the environment is obtained from \( \mathcal{L}_\mu \) and the continuation is obtained from \( \mathcal{E}_\mu \).

Definition 14. A state \( l \) is defined as a tuple \( \langle t, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu, S \rangle \) where \([t, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu]\) is a closure \( l \) and \( S \) is a stack \( l \) list.

3.4.2 Evaluation rules for the Kgs-machine

Definition 15. The deterministic transition relation \( \sigma_1 \sim^l \sigma_2 \), with \( \sigma_1, \sigma_2 \) : state \( l \), is defined inductively by the following rules:

\[
\mathcal{L}(k) = [t, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu]
\]

\[
\langle k, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu, \mathcal{I} \rangle \sim^l \langle t, \mathcal{L}', \mathcal{L}_\mu', \mathcal{E}_\mu', \mathcal{I}' \rangle
\]

\[
\langle (tu), \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu, \mathcal{I} \rangle \sim^l \langle t, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu, [u, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu] :: \mathcal{I} \rangle
\]

\[
\langle \lambda t, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu, c :: \mathcal{I}' \rangle \sim^l \langle t, (c :: \mathcal{L}), \mathcal{L}_\mu, \mathcal{E}_\mu, \mathcal{I} \rangle
\]

\[
\langle \text{get-context} t, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu, \mathcal{I} \rangle \sim^l \langle t, \mathcal{L}, (\mathcal{L} :: \mathcal{L}_\mu), (\mathcal{I} :: \mathcal{E}_\mu), \mathcal{I} \rangle
\]

\[
\mathcal{L}_\mu(\alpha) = \mathcal{L}' \quad \mathcal{E}_\mu(\alpha) = \mathcal{I}'
\]

\[
\langle \text{set-context} \alpha t, \mathcal{L}, \mathcal{L}_\mu, \mathcal{E}_\mu, \mathcal{I} \rangle \sim^l \langle t, \mathcal{L}', \mathcal{L}_\mu, \mathcal{E}_\mu, \mathcal{I} \rangle
\]

4 Bisimulations

We first introduce the intermediate machine for λgs-terms, called the Kgs-machine, and we define two simulations \(-^*\) and \(-^\circ\) showing that this Kgs-machine is simulated by both the Kct-machine and the Kgs-machine. Moreover, we shall prove that both simulations are sound and complete.
4.1 The $\text{K}_{\text{gs}}^\iota$-machine for $\lambda_{\text{gs}}$-terms (with indirection tables)

This intermediate machine for $\lambda_{\text{gs}}$-terms works with local indices, global environment and indirection tables. The indirection tables are exactly the same as for the static translation of $\lambda_{\text{gs}}$-terms to safe $\lambda_{\text{ct}}$-terms. However, the translation is now performed at runtime. The lock-step simulation ($\sim^*$) shows that translating during evaluation is indeed equivalent to evaluating the translated term. The lock-step simulation ($\sim^c$) shows that we can “flatten away” the indirection tables and the global environment, and work only with local environments.

4.1.1 Closure, environment, stack and state of the $\text{K}_{\text{gs}}^\iota$-machine

**Definition 16.** A closure $i$ is an inductively defined tuple $[t,n, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu]$, with $t$: term, $n$: nat, $\mathcal{I}$: vector, $\mathcal{I}_\mu$: table, $\mathcal{E}$: environment (where an environment $i$ is a closure $i$ list), $\mathcal{E}_\mu$: stack $i$ list (where a stack $i$ is a closure $i$ list).

**Definition 17.** A state $it$ is defined as a tuple $\langle t,n, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu, \mathcal{I} \rangle$ where $[t,n, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu]$ is a closure $i$ and $\mathcal{I}$ is a stack $i$.

4.1.2 Evaluation rules for the $\text{K}_{\text{gs}}^\iota$-machine

**Definition 18.** The deterministic transition relation $\sigma_1 \sim^i \sigma_2$, with $\sigma_1, \sigma_2$: state $i$, is defined inductively by the following rules:

\[
\begin{align*}
\langle \Gamma, n, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu, \mathcal{I} \rangle \sim^i \langle t', \mathcal{I}', \mathcal{I}_\mu', \mathcal{E}', \mathcal{E}_\mu', \mathcal{I} \rangle & \quad (\text{eval rule}) \\
\langle t', \mathcal{I}', \mathcal{I}_\mu', \mathcal{E}', \mathcal{E}_\mu', \mathcal{I} \rangle \sim^i \langle \lambda t, n, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu, \mathcal{I} \rangle & \quad (\lambda \text{-rule}) \\
\langle \text{get-context } t, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu, \mathcal{I} \rangle \sim^i \langle \lambda t, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu, \mathcal{I} \rangle & \quad (\lambda \text{-rule})
\end{align*}
\]

\[
\begin{align*}
\langle \text{set-context } \alpha t, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu, \mathcal{I} \rangle \sim^i \langle \lambda (\beta t), \mathcal{I}, \mathcal{E}_\mu, \mathcal{I} \rangle & \quad (\lambda \text{-rule})
\end{align*}
\]

4.2 Lock-step simulation ($\sim^c$) of the $\text{K}_{\text{gs}}^\iota$-machine by the $\text{K}_{\text{ct}}$-machine

**Definition 19.** The functional relation $c^* = c'\cdot$, with $c$: closure $i$, $c'$: closure, is defined by the following rule:

\[
\begin{align*}
\downarrow_n \mathcal{I}_\mu(t) = u & \quad \mathcal{E}^* = e \mathcal{E}'^* = e' \mathcal{E}_\mu^* = e \mathcal{E}_\mu'
\end{align*}
\]

where $\mathcal{E}^*$ and $\mathcal{E}_\mu^*$ are defined by element-wise application of $\cdot$.

**Definition 20.** The functional relation $\sigma^* = \sigma'$, with $\sigma$: state $i$, $\sigma'$: state, is defined by the following rule:

\[
\begin{align*}
[t, n, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu]^* = e [u, \mathcal{E}', \mathcal{E}_\mu'] & \quad \mathcal{I}^* = \mathcal{I}' \\
[t, n, \mathcal{I}, \mathcal{I}_\mu, \mathcal{E}, \mathcal{E}_\mu]^* = \sigma [u, \mathcal{E}', \mathcal{E}_\mu'] & \quad \mathcal{I}^* = \mathcal{I}'
\end{align*}
\]

where $\mathcal{I}^*$ is defined by element-wise application of $\cdot$. 
4.2.1 Soundness of simulation \((-)^*\)

The following theorem states that the $K_{gs}^{it}$-machine is sound with respect to the $K_{ct}$-machine.

**Theorem 21.** $\forall \sigma_1 \sigma_2 \sigma_1', \sigma_1 \rightsquigarrow^l \sigma_2 \rightarrow \sigma_1^* =_\sigma \sigma_1' \rightarrow \exists \sigma_2', \sigma_1' \rightsquigarrow^l \sigma_2' \land \sigma_2^* =_\sigma \sigma_2'$. 

4.2.2 Completeness of simulation \((-)^*\)

The following theorem states that the $K_{gs}^{it}$-machine is complete with respect to the $K_{ct}$-machine.

**Theorem 22.** $\forall \sigma_1' \sigma_2' \sigma_1', \sigma_1' \rightsquigarrow^l \sigma_2' \rightarrow \sigma_1^* =_\sigma \sigma_1' \rightarrow \exists \sigma_2, \sigma_1 \rightsquigarrow^l \sigma_2 \land \sigma_2^* =_\sigma \sigma_2'$. 

**Remark.** Since simulation \((-)^*\) is sound and complete, and since both the $K_{gs}^{it}$-machine and $K_{gs}$-machine evaluate the same $\lambda_{gs}$-terms, simulation \((-)^*\) is actually a bi-simulation.

4.3 Lock-step simulation \((-)^\circ\) of the $K_{gs}^{it}$-machine by the $K_{gs}$-machine

**Definition 23.** The functional relation $c^\circ =_k c'$ with $c$: closure, $c'$: closure, is defined by the following rule:

$$\text{flatten } n \in \mathcal{I} = \mathcal{L} \quad \text{map } (\text{flatten } n \in \mathcal{E}^\circ) \mathcal{I}_\mu = \mathcal{L}_\mu \quad \mathcal{E}_\mu =_k \mathcal{E}'_\mu$$

where $\mathcal{I}^\circ$ and $\mathcal{E}^\circ$ are defined by element-wise application of $^\circ$, and flatten is a functional relation inductively defined by the following rules:

$$\text{flatten } n \in \mathcal{E} \text{ nil } = \text{ nil} \quad \frac{\mathcal{E}(n-k) = c \quad c^\circ = c'}{\text{flatten } n \in \mathcal{E} \text{ (k :: } \mathcal{I})} = (c' :: \mathcal{L})$$

**Definition 24.** The functional relation $\sigma^\circ =_\sigma \sigma'$, with $\sigma$: state, $\sigma'$: state, is defined by the following rule:

$$\frac{[t,n,\mathcal{I},\mathcal{I}_\mu,\mathcal{E},\mathcal{E}_\mu]^\circ =_c [u,\mathcal{L},\mathcal{L}_\mu,\mathcal{E}'_\mu]}{\langle t,n,\mathcal{I},\mathcal{I}_\mu,\mathcal{E},\mathcal{E}_\mu,\mathcal{I}^\circ \rangle =_\sigma \langle u,\mathcal{L},\mathcal{L}_\mu,\mathcal{E}'_\mu,\mathcal{I} \rangle}$$

4.3.1 Soundness of simulation \((-)^\circ\)

The following theorem states that the $K_{gs}^{it}$-machine is sound with respect to the $K_{gs}$-machine.

**Theorem 25.** $\forall \sigma_1 \sigma_2 \sigma_1', \sigma_1 \rightsquigarrow^l \sigma_2 \rightarrow \sigma_1^* =_\sigma \sigma_1' \rightarrow \exists \sigma_2', \sigma_1' \rightsquigarrow^l \sigma_2' \land \sigma_2^* =_\sigma \sigma_2'$. 

4.3.2 Completeness of simulation \((-)^\circ\)

The following theorem states that the $K_{gs}^{it}$-machine is complete with respect to the $K_{gs}$-machine.

**Theorem 26.** $\forall \sigma_1' \sigma_2' \sigma_1, \sigma_1' \rightsquigarrow^l \sigma_2' \rightarrow \sigma_1^* =_\sigma \sigma_1' \rightarrow \exists \sigma_2, \sigma_1 \rightsquigarrow^l \sigma_2 \land \sigma_2^* =_\sigma \sigma_2'$. 

**Remark.** Since simulation \((-)^\circ\) is sound and complete, \((-)^\circ\) is a bi-simulation when the initial states of the $K_{ct}$-machine are restricted to safe $\lambda_{ct}$-terms (by Lemma [9]). However, the $K_{ct}$-machine can also evaluate arbitrary $\lambda_{ct}$-terms.
4.4 Lock-step simulation of the $K_{gs}$-machine by the $K_{ct}$-machine

We have proved that the $K_{gs}$-machine is simulated by both the $K_{ct}$-machine and the $K_{gs}$-machine (and that both simulations are sound and complete). These properties are illustrated by the following diagram:

$$
\begin{align*}
\text{K}_{ct}\text{-machine} & : \sigma_0^\star \leadsto \cdots \leadsto \sigma_n^\star \leadsto \sigma_{n+1}^\star \leadsto \cdots \\
& \uparrow \bigstar \quad \uparrow \bigstar \quad \uparrow \bigstar \\
\text{K}_{gs}\text{-machine} & : \sigma_0 \leadsto \cdots \leadsto \sigma_n \leadsto \sigma_{n+1} \leadsto \cdots \\
\text{K}_{gs}\text{-machine} & : \sigma_0^\diamond \leadsto \cdots \leadsto \sigma_n^\diamond \leadsto \sigma_{n+1}^\diamond \leadsto \cdots \\
\end{align*}
$$

The composition of simulation $(\cdot)^\diamond$ and $(\cdot)^\star$ gives us a sound and complete lock-step simulation of the $K_{gs}$-machine by the $K_{ct}$-machine.

5 Conclusion and future work

We have defined and formally proved the correctness of an abstract machine which provides a direct computational interpretation of the Constant Domain logic. However, as mentioned in the introduction, this work is a stepping stone towards a computational interpretation of duality in intuitionistic logic.

Starting from the reduction semantics of proof terms of bi-intuitionistic logic (subtractive logic) [13], it should be possible to extend the coroutine machine to account for first-class coroutines.

These future results should then be compared with other related works, such as Curien and Herbelin’s pioneering article on the duality of computation [15], or more recently, Bellin and Menti’s work on the $\pi$-calculus and co-intuitionistic logic [4], Kimura and Tatsuta’s Dual Calculus [33] and Eades, Stump and McCleary’s Dualized simple type theory [21].
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