The Complexity of Robot Games on the Integer Line

Arjun Arul Julien Reichert
arjun@cmi.ac.in reichert@lsv.ens-cachan.fr
Chennai Mathematical Institute, India LSV, ENS Cachan, France

In robot games ofZ, two players add integers to a counter. Each player has a §ieitfrom which he
picks the integer to add, and the objective of the first playéo let the counter reach 0. We present
an exponential-time algorithm for deciding the winner obhaat game given the initial counter value,
and prove a matching lower bound.

1 Introduction

Robot games |3] are played by two players, a reacher and amepp by updating a vector afinteger
counters. Each player controls a finite set of integer vedtoZ™. Plays start with a given initial vector
Vo € Z™ of counter values, and proceed in rounds. In each roundtfestpponent and then the reacher
adds a vector from his set to the counter values. The reacimsrwhen, after his turn, the vector of
counter values is zero.

We consider the problem of determining the winner of a rolawhg for dimensiom = 1. Towards
this, we present an algorithm for solving this problem in BXYE and show that the bound is hard.

Robot games are a particular kind of reachability gamesh §ames are played on a grafid, E),
called an arena, where the set of verti€eis partitioned intadQ; andQ» to designate which player is in
turn to move. Here, a play is a (possibly infinite) sequenceedicesqyq; . .. starting with a given initial
vertexqp. At any stagsd, if g € Q; the reacher chooses a succes$i of g such that(qi,qi+1) € E;
otherwise the opponent chooses the successor. The objéectiiven by a subséd of Q: the reacher
wins a play if it visits a vertex irl'.

The winning set in reachability games, i.e., the configoregifrom which the reacher has a winning
strategy, can be computed by the attractor construdtiorH8lvever, in robot games, we have infinitely
many configurations, so we will need further tools. It turns that here, the winning set is closed under
linear combinations. For dimension one, this implies thaté exists a bound such that the winning set
becomes easy to describe from this bound onwards. The kayafeur algorithm is to perform the
attractor construction up to such a bound, which we compsitegua theorem fromi_[10].

In view of the simplicity of their description, it may comeasurprise that robot games are EXPTIME-
hard. We prove this by reduction from countdown games [S3tzer class of reachability games, with a
nonnegative counter that can only decrease.

Robot games belong to the family of reachability games omirsystems. Such games are played
on a labelled grapkQ, E) where the set of edgesisC Q x Z™ x Q and there is a vector afi counters.
When an edgég, v, d') is taken, the vector of counters is updated by adglitwit. In counter reachability
games, the objective of the reacher is either a set of veot@set of pairs (vertex,vector). We can view
robot games as counter reachability games on an arena wjtlivamvertices.
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We hope that settling the complexity of one-dimensionabtaiames will help improving the EX-
PSPACE upper bound that follows from [1], for deciding thenmér of counter reachability games on
the integer line.

2 Definitions

When we write “positive” or “negative”, we always mean “stly positive” or “strictly negative”. We
write —N for the set of nonpositive integers.

A robot gamd83] in dimension one is a pa{tJ,V ), whereU andV are finite subsets &t. The robot
game is played by seeacher who owns the subsét, and anopponentwho owns the subs&t. Given
an initial counter valueq € Z, a play proceeds irrounds In a round that starts at the counter value
X € Z, the opponent chooses what we cathave w V and updates the counterxe-v, then the reacher
chooses a move € U and updates the countersa- v+ u, in which the round ends. The play ends and
the reacher wins it if the round ends at 0, else a new roundaigedl By convention, the reacher wins
immediately when a play starts at O.

To represent robot games, we draw their two verti€es$or the reacher and] for the opponent, and
two edges that list the set of each player.

~1,3

O

-1,0,4

Figure 1: Example of a robot game for the déts- {—1,0,4} andV = {-1,3}.

Formally, a play is a finite or infinite sequenZ¢VU)* or Z(VU)®. A play prefix in a robot game
isawordmre Z(VU)*UZ(VU)*V, the first letter of this word is the initial counter value ahe other
ones are the moves players do in the play prefix. We assooiatplay prefixcovoug . . . Vi, its destination
Co+Vo+Up+ -+ Vh.

A strategyfor the reacher (resp. for the opponent) is a functwonZ(VU)*V — U (resp. o :
Z(VU)* — V). A strategyo is memorylesd all play prefixes with the same destination have the same
image underog. We then take the destination of a play prefixnstead ofrr itself as argument of a
memoryless strategy, which we define from now on as a fundien U or Z — V depending on the
player.

A counter valuex is winning if there exists a reacher strategy, such that for all stiasegf the
opponent, the reacher wins the play that starts abd in which each player moves according to his
strategy. We switch reacher and opponent in the last semtiendefine the notion of kpsing counter
value. The decision problem associated to a robot gdune) and an initial counter value € Z asks
whetherx is winning.

By the Gale-Stewart theoreml[4], robot games are determifeciny robot game, every initial
counter value is either winning or losing. Robot games aem gositionally determined, because they
are reachability games, which means that if a player hasmimgrstrategy, then he also has a memoryless
winning strategy.

A linear setin Z is a set of the form{x+ S ; kix | ki,...,ks € N}, for some integers, xi, ..., Xn.

In other words, it is the least set that contax®and is closed under addition of integers{iq,...,xn}.
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We denote that set by + ({x1,...,X,})n or simplyx+x;N whenn = 1. We also writeY ) rather than
0+ (Y)n. We say that an integer ¥-reachabléf, and only if, it belongs ta)Y ).

The amplitudeof a robot gameU,V) is the integer interval bounded by the extremal combination
of moves in a round. We denote it by Anfpl,V) = [min(V)+min(U),maxV) + maxU)]. We also
define for anyk € N the integer interval Amp(U,V) = [min(V) +min(U) —k,max(V) +maxU) +K].

We now give some basic properties of robot games. Let usdinsark that robot games are invariant
under translation: Whenever a player can make a move faox, the same move leads froynto
y—X+X.

Proposition 1: If two counter values are winning in a robot game, then thamgs also winning.

Proof. Letx € Z andy € Z be two winning counter values. Le} and oy be winning strategies of the
reacher fronx andy. Because the game is invariant by translation, the reac@reenforce a play that
starts ak+y to visit y after one of his turns with the strategy» ox(z—y). After this first visit toy, the
reacher wins by usingy. He always knows whethgrwas visited during a play prefig -+ y)vouo. . . Vi,
a necessary and sufficient condition is that a partial &my) +vo+Ug+ -+ Vi iSy. O

As a consequence, if all counter values in aXet Z are winning in a robot game, then every
X-reachable counter value is winning. This guarantees igaivinning set is linear.

The next proposition states what happens when a player cea floe counter value to increase or
decrease unboundedly.

Proposition 2: Let(U,V) be a robot game.

e IfmaxV) > —min(U), then each positive counter value is losing. Similarlgiifi(V) < —maxU),
then each negative counter value is losing.

e If maxU) > —min(V), and if there exists a bound above which each counter valuerising,
then each counter value is winning. The same holdsin{U) < —maxV), and if there exists a
bound below which each counter value is winning.

Proof. e We consider a robot gam#®,V) in which we have ma{/) > —min(U). For any positive
counter valuex and all movess,...,w € V, ui,...,Ux € U, the opponent wins by playing the
strategyxviU; . .. VkUx — max(V): every round ends in a counter value that is greater thanualeq
to the previous one, no matter what the reacher does. Thewdame mifV) < —maxU) is
analogous for negative counter values.

o (First case only, the second one is analogous) We consiadroa gameU, V) for which we have
maxU) > —min(V), and for any counter valugabove a certain € Z, the reacher has a winning
strategyoy. Here is the winning strategy for the reacher from any ingt@unter value: In a play
prefix where no counter value abavlas been visited, he plays mak); in a play prefix ending at
zwhere the first counter value aboxe®isited isy, he playsoy(z). Because m&ak)) > —min(V),
after every round the counter value visited grows until iegoverx where the reacher will win
afterwards. Like in the proof of Proposition 1, the reacheows whether the first case or the
second one is the right one and what the valugisf

O
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3 The complexity of one-player robot games on the integer l@

When there is only one player in a robot game, Ve= {0}, the order of the moves does not matter. The
reacher has a winning strategy if, and only if, for each meweU, there exists a number of times the
reacher must use that is to say, the negative of the initial counter valuep®sitive linear combination
of moves in the sdi). We thus make a link between one-player robot games and fmegramming.

Theorem 3: Given a robot game in dimension one withA{ 0} and an initial counter valueg deciding
whether the reacher has a winning strategy fragrisiNP-complete.

Proof.

o NP-membershipThe decision of the winner in a one-player robot game resltrwe¢he following
integer linear programming problem, which is in NP accogdim[7, p. 320, Th. 13}].

Minimize x
subjectto x4+ Zjauu = —Xp
ue

X >0
a, >0, ueu

The minimalx is 0 if, and only if, the reacher has a winning strategy.

e NP-hardnessWe present a polynomial-time reduction from the NP-corgp®BSETSUM prob-
lem [2, p. 1097] to the decision of the winner in a one-play@vot game. For a given set
{Xo,-...,X—1} Of positive integers and a given positive integethe SUBSET-Sum problem asks
whether there exists a subdebf [0,n— 1] such thatyi X =s. Let (X,s) be an instance of
SUBSET-SUM. Letn= |X|, b=maxX), andk = |log,(max(nb,s)) | + 1. We build a robot game
where we write counter values as their binary encoding, sdemaéwith bits in the following.

The basic idea of the reduction is that we start frerend give to the reacher the possibility to
subtract some; and try to reach 0, but it is not enough. To prevent him fromirauting twice
the samex;, we add a control on the highest bits of the counter value. réfbee, the initial
counter value in the robot gamess- 5¥/-12' 4-n. 2", and every reacher move subtracts at
least " from the counter value in order that at maghoves can be performed. More precisely,
U = U JU;, whereU; = {—x — 2kt — 2k+n gkt ey

We now explain the link between a potential solution to trstance of 8BSET-Sum and a strat-
egy in the robot game. Consider a subsef [0,n— 1]. With at mostn moves from the sdd,
the only possibility to reset the bits numbdethroughk+ n— 1 in the robot game is to decrement
all of them once, i.e., use exactly one move from eactseWWe choose in the sét; the move
—x; — 2K+ _ 2k if j s in | and —2t — 2kt else. After then moves, the counter value is O if,
and only if, i, X = s. Consequently, it is equivalent to find a winning strategshi robot game
and to find a subset of that sums up tae.

O
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4 The complexity of two-player robot games on the integer lie

In this section, we present the tools to build an exponetitizé algorithm that decides the winner in

a robot game. First, we explain the notion of an attract@nttve define the Frobenius problem and
we give an over-approximation of the solution to this pratlén order to find bounds above and below
which we are sure that the same player always wins. The #ghgoin the third part computes the attractor
and uses the bounds we get to avoid infinite recursion. Atnideoéthe section, we prove the matching
lower complexity bound for the decision problem.

4.1 The attractor construction

We first define the one-step attractor of a set. Consider &g, Qy, E) for a general reachability
game, wherd&) is a possibly infinite set of vertices partitioned into sub§g, for the reacher an@, for
the opponent, ant C Q x Q. Theone-step attractoof a subseX of Q, written Attr(X), is the set of
states from which the reacher can force to g&tm one step, which means:

Attr(X) = {g € Qs such thatlq € X,(q,q) € E}
U{g e Qy suchthat'q € Q,(q,q) € E impliesq € X}.

The attractor of X, written Attr*(X), is the set of states from which the reacher has a strategy to
eventually go toX no matter what the opponent plays, in other words he has angrstrategy in the
reachability game with objectivé on the aforementioned arena. The set’AN) is the least fixpoint of
Attr containingX. We obtain it recursively: computé = X U Attr(X), if Y = X then returrY else set
X :=Y and repeat.

Let us adapt a robot game to these notations. The reacher@wns {O} x Z and the opponent
ownsQy := {[J} x Z. The set of edges is the union of the §gt 1,x), (O,y)) | x,y € Z,y—x eV }, which
represents the opponent moves, and of thg €D, x), (L1,y)) | X,y € Z,y—x € U}, which represents
the reacher moves. The objective for the reacher is thexvérte0). In our definition of robot games,
winning positions are counter values. They are here reptedas a pairl(l or O , the counter value),
but we only care for winning positions with] as left component when we solve the game, because a
play starts with the opponent.

We use here two-step attractors A ) = Attr (Attr (X)), rather than one-step attractors, because of
the round-based structure of a play in the robot game. Theimgrset in a robot game is At{i{ (L1,0)}).

We call it trivial if its intersection with the opponent vies is restricted td([],0)}, which is the
case if, and only if, the computation of At{{(L],0)}) stops at the second step because a fixpoint has
already been reached. In other words, the winning set in at igdame s trivial if, and only if, the set
Attr?({(0,0)}) is either empty of ((J,0)}.

Proposition 4: The winning set in a robot ganiel,V) is non-trivial if, and only if, there exists a counter
value x#£ 0 such that, for all opponent movesW, there is a reacher movealU such that u-v= —x.

Proof. Given a counter valug # 0, a configuratior((J,x) is in Attr?({(CJ,0)}) if, and only if, for any
opponent mover € V, we have(O,x+ V) € Attr({(L1,0)}, and this is equivalent to the existence of a
u € U, which depends om andx, such thak+v+u=0. O

Let us look at the game presented in the Figure 1. Here, cemaighlay that starts at3: if the
opponent chooses to play 3, then the reacher wins by playiifithe opponent plays-1, then the reacher
wins by playing 4. With the terminology of this section, it ams that[], —3) € Attr?({((J,0)}).



A. Arul & J. Reichert 137

We define an integer version of Adtrfor a subseX of Z, by
PrgX)={xeZ|(WeV)EFueU)x+u+ve X}.

Note that a round begins in Rd€) if, and only if, the reacher can force this round to eninLet
X be a subset o, and letX,pp = {[J} x X. Because the predecessor of a vertex Within the left
component can only be a vertex with in the left component and vice-versa, we have Mpp) =
{0} x PregX).

The next result is very important for our algorithm. We willually be in a situation where the
algorithm computes a bourtddsuch that we can decide immediately for which player a courgkiex
that is greater in absolute value thais winning. The proposition presents the bounded arena Vg bu
from the robot game, where termination is guaranteed foctimeputation of the attractor.

Proposition 5: Consider a robot game G for which there exist two integeesNl\ {0} and be N such
that no negative counter value is winning and every courdéresgreater than b is winning if, and only
if, it is a multiple of d. We can build a reachability game onraté arena on which the reacher has a
winning strategy if, and only if, he has a winning strategyain

Proof. Let Restf(U,V) = (Q,Qs3,Qy, E), where:
e Qv={Llco, Tob,LoptU({J} x [0,b]);
e Q3 ={O} x [min(V),b+maxV)];
e Q=Q3UQy;
e E={((1,x),(0,y)) e Qy x Qs |y—x€eV}

U0, ([Cy)) € Qs x Qv | y—xe U}

u{((O, )J—<0)6Q3><Qv|5|ueU X+u< 0}

U{((O,X), Lsp) € Qax Qy | Jue U, x+u>bAx+ugdzZ}
{((O,%), Tsp) €Q3xQy | ueU,x+u>bAx+uc dZ}
(

U { —]—<07 —]—<0)7 (T>b7 (D7 0))7 (J—>b7 —]—>b)}-

The reachability game played on REgt#,V) where the reacher wants to go frainl, x) to (C1,0),
for a given 1< x < b, is actually the robot gam@J,V) with the initial valuex, in which we stop the play
as soon as we know the winner. Indeed, we supposed that ativegounter values are losing, that
is why, on Resﬁ(U,V), instead of vertice$Qy,X) for x € —N we have a losing sink__q. Similarly,
because inU,V) all counter values above b are winning if, and only if, theg amultiples ofb, on
Restﬁ(U,V), instead of vertice$Qy, x) for x > b, we have two sinks, one winning and one losing, and
the redirection of edges depend on the counter value. O

We allow the notation Re@t(U,V) for negative integery, given that no positive counter value is
winning and every counter value less thaums winning if, and only if, it is a multiple ofd. In fact
Restf(U,V) is the arenﬁestgb(—u,—V). Givend andb, we can decide the winner in the reachability
game on Resi(U,V) using the attractor construction, because this time theaaiefinite. We write
RestrAtt(G) = {x e Z | (L,x) € Attr*({(L1,0) }) } where Attr({(L1,0)})} is the winning set in the game
described above on the areBa= Restf(U,V). The function RestrAttr is used in the main algorithm.
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4.2 The Frobenius problem

Let W be a non-empty subset @. The arithmetical notions we present in this section aré gfathe
algorithm: W stands for a subset of the winning counter values. We denogctW) the greatest
common divisor oW, and we compute it as follows: gg}) = d, and forW # 0, gcd{w} UW) is the
usual greatest common divisorwfand gcdW). The integers iW are mutually prime if gcW) = 1.

The Frobenius problermasks for the greatest integer that is Métreachable, wher@/ is a set of
mutually prime positive integers.

Note that the set of now-reachable positive integers would be infinite without tesumnption of
mutual primality. It is empty whenever the 88tcontains the value 1, in which case the solution to the
Frobenius problem is-1, by convention. Theorem 6, which follows from [10], givedaund to the
solution to the Frobenius problem for a given set.

Theorem 6: Let W be a set of mutually prime positive integers. The soiui the Frobenius problem
for W is less than or equal tmaxW)?.

Here, we are interested in a variant of the Frobenius prolderarbitrary subset$/ of N or —N,
where we look for a bound beyond which every integaiseachable if, and only if, it is a multiple
of gcdW). WhenW is a set of mutually prime positive integers, this is exatltly Frobenius problem.
Otherwise, leWw C N andd = gcdW). Consider the s&V’ = {§ | w € W}, which contains mutually
prime positive integers. LeE be the solution to the Frobenius problem Wf. Then the set ofV-
reachable integers greater thdh is equal to the set of multiples of greater thardF. Consequently,
the solution to our problem fal is dF. ForW C —N, we procede analogously.

Actually, the computation of is hard and the bound in Theorem 6 has at most twice the sié of
That is why we use the following function in the algorithm.t\Mé C N such that gcV) = 1. We write
F (W) = maxW)2. LetW C —N such that gctW) = 1. We writeF (W) = —max—W)? = —min(W)?,
under which all integers ai#-reachable. We exterfd(W) when gedW) = d # 1: LetW’ = {¥ |we
W}, we setF (W) := dF (W) = max(|W|)2/d. In the particular case whel® is a singleton, we set
F(W) =0.

Finally, whenW is neither included irN nor in —N, we decidéW-reachability according to the
following lemma.

Lemma 7: Let W be a finite subset & that has two elements of opposite signs. An integer is W-
reachable if, and only if, it is a multiple iA of gcdW).

Proof. Consider two element& > 0 andw < 0 of W. The integers—w and —w' are W-reachable
because-w = (—w — L)w+ww and —w = (w— 1)W + (—w')w, which are combinations with only
nonnegative coefficients.

By Bézout's identity, there exist integer coefficieafgsuch thaty . ayw = gcdW). We replace
ayw by (—ay) - (—w) for all negative coefficienta,,. The resulting linear combination has only positive
coefficients, therefore g€d/) is W-reachable, as well asgcdW). We conclude thatV-reachability is
equivalent to membership in g&)Z. O

4.3 Atheorem by Sylvester

This section aims at giving an alternative way to bound tHetiem to the Frobenius problem. Using
Theorem 6 is simpler, but we can have a sharper bound.
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Theorem 8 relies on the extended Euclidean algorithm, ptedeén [2, p. 937]. With an iteration of
the algorithm to more than two integers according to the waypresent the gcd of a set, we can prove
Corollary 9.

Theorem 8: Let a b be two integers. &out coefficients for a and b, that is to say integens such
that ua+ vb = gcd(a, b), can be computed with a time complexity polynomial in the efzhe binary
encoding of a and b.

Corollary 9: Bézout coefficients for a finite subsetZfire computable with a polynomial time com-
plexity in the size of the binary encoding of the integerhigubset.

The article [[6] mentions a theorem concerning the Frobepiablem, due to Sylvester inl[8].

Theorem 10: Let W = {p,q} be an instance of the Frobenius problem. Then the greatastVeo
reachable integer is pg p— . Moreover, an integer x is reachable if, and only if,-p@ — g— X is not,
which means exactly half of the integers betw@and pg— p — g are reachable.

Such a simple statement does not extend well wivehas more than two elements. If there are
two mutually prime integers ikV, then we can take them, else we have to find two mutually prime
W-reachable integers to get an upper bound of the maximaMtaaachable integer. For example,
if W = {6,10,15}, then there is no pair of mutually prime integersvih even though go@Vv) = 1.
Nevertheless, 25 i/-reachable and we have déd25) = 1, hence every integer above % — 6 — 25
is W-reachable. In any case, Proposition 11 gives a way to apphabove theorem and there is only a
finite number of integers for which we cannot find out immesliatvhether they aré/-reachable or not.

Proposition 11: Let W be a subset & such that gcd/V) = 1. There is a polynomial time algorithm
that gives a pair of mutually prime W -reachable integers.

Proof. If two integers inW are mutually prime, then there is nothing to do. Else comdide linear
combination, obtained with the extended Euclidean algority ;aw; = 1 for wy,...,w, € W. We
suppose that the terms are ordered such that for a certaik £ n+ 1 all a;,i < k are positive and all
a,i > k are negative. First note that> 3, else two integers iV would be mutually prime. Let us
distinguish three cases:

e If k=1, in other words all; are negative, then consider tidereachable integerp .= w; and
q:= S ,(—a)w. We apply Bézout's theorenp andq are mutually prime becausgp—q=1.

e Similarly, if k=n+1, in other words all; are positive, then thé/-reachable integerp := w;
andq:= S ,aw; are mutually prime.

e Else, theW-reachable integens:= zik;lla;wi andq:= Y, —aw; are mutually prime and defined
by a non-empty sum.

O

4.4 The algorithm

We have now all necessary tools to solve robot games. Theidesris to iterate the computation of Pre
until we establish that we can describe the winning set viighfinite set obtained so far.
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We prove in Proposition 12 and its corollary that, ¥ithe set that we compute in the first step of
our algorithm and Win the winning set in the robot gakeC Win and that, for a well-chosen s¥t
of X-reachable counter values, if gcd(Pf8) = gcd(X), then also gcd(Win}= gcd(X). Basically, the
first step relies on this property: We compute successivedric once the step ends we get gcd(Win).
Actually, to keep control over the complexity, we do notXlo= X U PrgX), but only add toX a single
elementy of the computed Pre such that g&d # gcd X U{y}).

Once we find gcd(Win), there are two cases. In the first casanmae 7 can be applied and we are
done, because Win has two elements with opposite signs. éil#me winning set is gcd(Wif) In the
second case, the winning set is included in one of thefsets—N; we suppose without loss of generality
that the winning set is included IN. Theorem 6 yields a bound above which all multiples of gca(\Wi
and only them are winning because theydreeachable. Therefore, the only set of counter values about
which we still do not know whether they are winning or not ispgynor bounded and, by Proposition 5,
we can compute an attractor on the restricted arena.

Proposition 12: Let Win be the winning set in a robot garti¢,V ), and de N be a multiple of gcd(Win)
that is not gcd(Win). Let ¥= dZ N AmpF(U,V). Then we have Pt¥)\ dZ # 0.

Proof. First, we establish that if P(dZ) is not included irdZz, then neither is P{elZ N Ampld(U,V)).
Let x € PrgdZ) \ dZ. All counter valuex+v+u for veV andu € U are included in the interval
Ampl(U,V) + x, a fortiori whenu is chosen according toandv such thatk+ v+ u € dZ. In this casex
modd belongs to Pr@Z N Ampl¢(U,V))\ dZ, and it is outsidelZ too.

Second, we prove the proposition by contrapositive: Suplat PrédZ N Ampl4(U,V)) is in-
cluded indZ. We just proved that it implies the inclusion of Pd&) in dZ. As a consequence, from any
counter value outsiddZ, there exists an opponent move such that for all reacher sntve next round
begins outsidelZ too, in particular it is impossible for the reacher to haveianmng strategy. Hencel
divides gcd(Win). O

We need to adapt this result because we do not know wh¥thewin and we look for a statement
that allows us to find winning counter values. That is why witngethe regularity intervaly v (X) of a
finite subseK of Z neither empty nor equal tf0} in a robot gaméU,V). The elements of this interval
areX-reachable if, and only if, they are multiples of g&d(

e If XCN, thenlyyv)(X) = (F(X) —min(V) —min(U) +d) + Ampl4(U,V), the lower bound of
this interval isF (X).

e If X C —N, thenlyy)(X) == (F(X) —maxV) —maxU) —d) + Ampl¢(U,V), the upper bound
of this interval isF (X).

o Else,lyy)(X) = AmpldU,V).

Corollary 13: Let Win be the winning set in a robot gari¢,V ), and XC Win such that gcX) =d >
ged(Win). Let Y= Iy y)(X)NdZ. Then we have P(¥’)\ dZ # 0. As a consequence, if Wi dZ, then
we can compute a certain element of the difference in spadgeqmial in|U| and|V|.

We apply this idea to the game in Figure 1 and find thatis a winning counter value outside3N,
because if the opponent plays 3, then the reacher canlagnd win, and if the opponent playsl,
then the reacher can play 0, and in the next round he can pajifference between 3 and the opponent
move to win. With the notations of the last proposition andt®torollary, we havé ({—3}) = 0, the
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Algorithm 1: Algorithm for solving robot games on the integer line.
Data: A robot gamgU,V).
Result A description of the winning set.
/* Require: Functions computing the sets we use, as defined in the
Section 4. */
begin
d«0
X« Prg({0})U{0} /* to avoid handling gcd({0}) in the first step */
if X = {0} then return X

/* Step 1. =x/

whiled =0do
d’ + gcdX)
I 1luv)(X)
/* | is a set of X-reachable counter values with a large absolute
value */
Y + Prell Nd'Z)
/* From Y, the reacher can force the next round to end at a counter
value known to be winning */
if Y\d'Z #0then X + XU{min(Y\d'Z)} /* minimum in absolute value */
elsed + d' /* We know that d is gcd(Win): we exit the loop */

/* Step 2. x/
if X ZNAX Z —Nthenreturn dZ /* Lemma 7 */
else
| < Ampl(U,V)
b« F(X)
if X € N then
if —N NPre(INdN) # 0thenreturn dZ /* Lemma 7, second try */
elseUnbd«+ {x€ dZ | x> b} /* Half-line of winning counter values */
else
if N NPre(l N —dN) # 0 then return dZ
elseUnbd«+ {xe€dZ | x< b}
G+ Resth(U,V)
/* Between O and b, we compute the attractor on the restricted arena
according to Proposition 5 */
return Unbd U RestrAtt(G)
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intervall({_1 04} {—13)({—3}) is (0—3—4-3)+[-5,10] = [-15,0], and Pr¢{—15,-12,...,0}) is
not included in &. We pick—2 in it. Since gcd{—2,—3}) = 1, we know that gcd(Win) is 1.

Theorem 14: Algorithm 1 computes the winning set in a robot game in exponential time.

Proof of termination. The only loop in the algorithm is in the first step. Each itematkither lowers the
variabled’, more precisely replaces it by one of its divisors, or assitpe variableal to the value of’,
which makes the loop stop because this value is positive.lavhering ofd’ occurs less times than the
gcd of Pré¢{0}) U {0}, and if this set iS0}, then the algorithm stops before the first step begins. O

Proof of correctnessLet Win be the actual winning set, and ttt= gcd(Win).

e In the first step, the variabl¥ is a subset of Win. We prove it by recurrence:

— The step begins wit = Prg{0}) U {0}, which contains only winning counter values.

— LetX C Win, letd’ = gcdX). In the loop, when a counter valyes included inX, it belongs
to Prgl Nd'Z), wherel is the regularity interval oK. Thus the reacher has a move to go
fromy to a subset oK-reachable counter values, which justifies th&t a winning counter
value too.

e On the other hand, if no element of WihZ is found and included iiX, then by Corollary 13,
there exists none. It remains to look for elements of Wi}, necessarily iZ.

e We distinguish three cases to prove the second step.

— If two counter values irX have opposite signs, then Wia (X)y = dZ by Lemma 7.

— ElseifX C Nand—N NnPrg Ampl(U,V)NdN) # 0, then we also have Wig dZ. Actually
we here prove this equivalent to the fact that two countaresin Win have opposite signs.
(<) Letxg € —N N Win. Consider a playt that starts akp and in which the reacher uses a
winning strategy. The playr ends in 0 and every round finishes in winning counter values,
i.e., multiples ofd. Letx € —N be the counter value in which a roundrirended and no more
round ended in-N afterwards. Whatever the opponent did, the reacher fore=dbund that
began inx to end in a nonnegative winning counter value. To sunxupa negative counter
value in PréAmpl(U,V)NdN).

Note that Amp{U,V) necessarily contains negative counter values, else them&lwot be
any positive winning counter value.

(=) Letxe —N NnPrgAmpl(U,V)NdN). In other words, for every opponent move, the
reacher has a move such that a round that begir®irds in a positive multiple af in one
round, and this multiple is less than nja¥ + maxV). Consider the reacher move as the
image of the opponent move by a functignn V — U. If the reacher plays the image gy

of the last opponent mowk times, fork € N big enough, then a great multiple df i.e., a
counter value inX)y, is reached. This justifies thais winning.

If X € —NandN NnPrgAmpl(U,V)N —dN) # 0, we have the same result.

— Else, we know that all counter values in Win have the same sBuppose without loss of
generality thaiX C N. From a negative counter value, only negative or positiviesely
losing counter values can be visited, therefore Win is idetlhindN. We use Theorem 6:
every counter value above(X) is winning. Between 0 an& (X), we decide the winner
using the result of Proposition 5 about the attractor on éisg&ricted arena.

O
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Proof of complexity.We consider the input size §8§,cyuv l0g(|w|). The algorithm first computes the
set Pré{0}), which contains at mos) | counter values, all of them have a lower size than the inget si

Let us consider the loop in the first step of the algorithm. &uwy subseX of Z, let d’ be the gcd
of X and letl be the regularity interval oK. The size of is 2 gcdX) +min(U) +maxVU) + min(V) +
max(V), one of its bounds i& (X), and the size of a representation of this integer is at mdsetthe
size of X. The size of the counter valueobtained in the loop using Pre dmd'Z is bounded by a
polynom in the size of the integers X1 There is a logarithmic number of iterations in the loop,duese
each assignment af sets it to one of its strict divisors.

We now look at the second step of the algorithm. It first chagksether two integers iX have
opposite signs, and in case of fail makes another test onrthefRan interval included in the amplitude
of the game. This can be done in polynomial time. If the sedestfails, then the bouni:= F (X)
is computed, the arena .= Restﬁ(U,V) is built and the reachability game d@h is solved with the
computation of an attractor, for a time complexity polynahin the size ofG. This size is linear in the
value ofb+ maxV) —min(V). With a binary encoding, the algorithm uses then exponietitie. O

Let us illustrate the second step of the algorithm with treneple in Figure 1 again. We exit the first
step with a subseX = {—2,—3} of the winning set such that ged) = 1. Because & —min(U) <
max(V) = 3, the opponent wins from any positive counter value (Pritipos2), it is indeed impossi-
ble that Pré{—2,—1,0}) contains any positive counter value. Every nonposi{five, —3}-reachable
counter value, i.e., every nonpositive counter value-biitis winning. We only have to decide whether
the reacher wins from-1, and it is not the case because the opponent can play 3 ewerwthich guar-
antees that only positive counter values are visited dfieefitst move. The algorithm decides it when it
calls RestrAttr on the arena RegtfU,V).

4.5 The lower complexity bound

We are now showing EXPTIME-hardness of robot games. In d@elo this, we give the definition
of countdown games [5], which are games with one positivesrictly decreasing counter. We then
introduce a variant of countdown games and show two susgessiluctions from countdown games to
our variant and then from this variant to robot games.

A countdown gambetween two players 1 and 2 is represented by & f8iTl ), cp) whereSis a finite
set of locationsT C Sx (N\ {0}) x Sis a set of weighted transitions aogle N\ {0}. We consider that
Shas a particular locatios,. Configurations in the game are pajssc) € Sx N, wherec is a counter
value. A play is a sequence of moves, done in the following:wWeym a configurations,c), initially
(s0,C0), player 1 chooses a valuk< c called duration such that there exists a transitiofl with s as
first component and as second component, then player 2 cho¢sess' ) among these transitions. This
move updates the configuration(®,c—d).

The winner of a play in a countdown game is determined oncelineis blocked. Because only
nonnegative integers appear in the configurations andiymsittegers in the transitions, the game is
finite and ends when player 1 cannot find any duration to makewemAt this point, player 1 wins if,
and only if, the counter value is 0. Deciding the winner inmolown games is EXPTIME-completé) [5]

We now defingestricted countdown game®n the one hand, the winning condition for player 1 is
now that the play ends i(L,0) for a particular sinkL € S i.e., there are no transitions with as first
component; on the other hand, if there are two transitisngl, s} ), (,d,s,) in T, thens; = s; in other
words, a duration is specific to a location.
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Proposition 15: Countdown games reduce in polynomial time to restrictedhtamwn games.

Proof. There are two steps in the construction. Consider an anpit@untdown gam& = ((ST),c¢),
whereS= {s,...,s-1}. Letd’ be the least positive integer that does not appear in angiti@am in
T. First, we build the countdown gan® = ((SU{L}), Tu{(s,d’, L) | se S},c+d’), The winning
condition for player 1 irG’ is to reach(_L,0).

Notice that player 1 wins a plagr in G’ if, and only if, in the last move oft, the configuration is
(s,d") for any locations, and player 1 choose$, in order that player 2 can only pick the transition
(s,d’, L). The partial play from(sp,c+d’) to (s,d’), corresponds iiG to a play that starts d#p,c) and
ends in(s,0), where player 1 wins.

Second, we build fronG’ a restricted countdown game that we prove equivaler.td.et G’ =
(SUSU{L},T"),2N(c+d")), whereS = {s;,...,5y_4} andT” = {(s,2nd,s) | (s,d,s) € T'} U
{(s,i,5),(5,2nd—1,sj) | (s,d,sj) € T'}. Matching transitions arés,2nd,s) € T” and(so,d,s) € T',
as well as(§,2nd—i,sj) € T” and(s,d,sj) € T'. Matching plays arer’ € T” and ' € T’ such that,
when we exclude the moves frase Sto s in 1”7, the transitions of every move i’ and in7’ match.

The game&G” is a restricted countdown game because the duration of sittcanthat starts i € S
is a multiple of N plusi and the duration of a transition that startsie S is a multiple of N minusi.

Moreover, player 1 wins i6” if, and only if, he wins inG/, thus inG. Indeed, consider matching
plays i’ of G’ and i’ of G'. When the location is irSU { L}, the counter value im’’ is 2n times
the counter value in, because at the beginning of the configuration igsy, 2n(cp +d’)) and at the
beginning ofr’ the configuration i$sy, co+ d’).

Hence, a play ifG” reacheg L, 0) if, and only if, the matching play &’ reacheg L ,0). O

Theorem 16: Given a robot game ol and an initial counter value, deciding whether the reachas h
a winning strategy from this counter value is EXPTIME-hard.

We prove the theorem by a reduction from restricted countdgames to unidimensional robot
games. Let(S T),c) be arestricted countdown game, where we suppose withaibfagenerality that
S=[0,n—1],s=0andL =n—1. We nameD = {dp,...,dn_1} the set of values that appearinas
durations. Lek = |log,(c)| + 1 andk’ = [log,(k) | + 1.

We write the counter value in the robot game in base 4 andwith-+k+ k' -+ 1 digits, which we split
in four parts. These parts encoderations locations valuein the countdown game arabntrolsfrom
the least significant digit to the most significant one. Wda&xrghese notions after the presentation of the
sets of moves) andV. The initial counter value isM+ co - 4" k- 4htntk 4 ghintk+k it corresponds
to no duration given, the initial state, the valagin the countdown game, and a default value for the
control part.

Let us use an example to see how we represent a configuratioregtricted countdown game by the
counter value in the robot game. Consider the countdown gechaed in Figure 2. We represent in Fig-
ure 3 the first move of a play that starts at 0 with value 8 (fir&)land where player 1 chooses duration
3 (second line), after which player 2 moves to the locatiothitd line). We seD = {1,2,3,4,5,6}.

For simplicity, we decide that the reacher begins in the rglame, but the winning condition is still
that the counter value becomes 0 after the turn of the realthemains computationally equivalent.

We first give the moves of both players in the robot games ass;od order to explain the way we
encode a play in the restricted countdown game. Intuitimdgause we split the counter in four parts, a
risk appears that the encoding no longer corresponds tofegaceation in the reduced countdown game,
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duration location | countdown control
—N— | N | N |~
000000j 10000 2|2 1

1001000/ 0000[1 1]2 1]

000000/ 0100]1 1|2 1|

Figure 2: Restricted countdown game. Figure 3: Counteregiin the robot game.

for example because of a carry. We prove that if a player toeseate such a bad behaviour, then the
other one can react with a winning strategy.

In a restricted countdown game, let us wsjgor the location uniquely determined by a duratan

The codes for the set of opponent moves ADRJRATION d GOTO S | (sq,d,S) € T}, which
correspond to the choice by player 2 of the next location ricg to the given duration.

The codes for the set of reacher moves €8gATE s CHoOoSEd | 3s,(s,d,s) € T}, which corre-
spond to the choice by player 1 of an available duratidghinisH}, played when the winning configu-
ration is reached{ CANCEL (d,s') ERASE (j,a) | (s4,d,8) €T, 0< j <k, 0<a< 3}, to modify the
third and fourth part of the counter value and eventuallghdéawhen it seems that the opponent cheated;
and{CANCEL (d,s) RemovE d’ | (s4,d,5) €T, d #d'}, to point out a cheating from the opponent,
i.e., cancel the last move and subtract the real duratianwha chosen. When we do not specify the
parameters liks andd in the codes, we write the type of the moves, for exampler&/ CHOOSE

We callgood encodin@g sequence that alternates reacher and opponent movesatich t

e The first move is $SATE g CHOOSEd for a certaind.

e The last move is WISH and the move before isIRATION d GoTo | for a certaind.

e There are neither ENCEL/ERASE nor CANCEL/REMOVE nor other FNISH moves.

e For two consecutive movesrSTE s CHoosEd and DURATION d’ GoTo S, we haved = d'.
e For two consecutive movesURATION d GOoTO sand SATE S CHOOSEd', we haves=¢.

All sequences that are not the prefix of a good encoding arichéve no good encoding as a prefix are
bad encodingsand the first move that refutes in this case the first or onbethree last properties of
a good encoding is calledeviating moveA sequence that only refutes the second property is neather
good nor a bad encoding, and we deal separately with sequéretecontinue after a finish move.

Note that for each play in the restricted countdown game ldygeps have the possibility in the robot
game to build with their moves a good encoding and the coddsfjood encoding trace the play. The
hard part is to handle bad encodings. To understand how ibeasione, let us give the integers that
correspond to each code.

o DURATION 0; GOTO S == —4' 4,
e STATE SCHOOSEG; == 4' — 4"s . 4+,
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e EINISH == _4h+n—1 _k. 4h+n+k _ 4h+n+k+ld;
e CANCEL (d;,5) ERASE (j,a) == —(DURATION d; GOTO §)—a- 4™ _ ghtntk:
o CANCEL (d;,§) REMOVE dj == —(DURATION d; GOTO §)—41 — 4ntkik,

It appears that every opponent move is positive and evechezanove is negative. Moreover, any
opponent move plus any reacher move is negative, hencee ifdbnter value becomes negative, the
opponent wins.

The next proposition shows the need for both players to lgaled encodings.

Proposition 17: If a sequence is a bad encoding, then the adversary of theplalgo has played the
deviating move has a winning strategy from this move onwards

Proof. Let us consider a bad encoding and every possibility for théading move:

e An opponent move DRATION d; GOTO ' whereas the expected duration vegs

In this case, the counter value has tRedigit at 3. The reacher then has the occasion to play
CANCEL (d;,s') REMOVE dj, in order that the first two parts of the counter value beconferém

this point on, the reacher just has to cancel every furtheooent move and erase step by step
every digit of the third part of the counter until the values@ncountered.

This case is illustrated in the Figure 4. The first line cquoesls to the second line in the Figure 3.
Imagine that the opponent plays the deviating moverBrioN 6 GoTo 0 (second line). The
reacher can react withANCEL (6,0) REMoVE 3 (third line), and then, whatever the opponent
does (fourth and sixth line), the reacher cancels every raadecrases the first and second digits
of the third part (fifth and seventh line), which makes him Wwétause the counter is 0.

e Areacher move $8ATE s CHOOSEG; whereas the expected location veas

In this case, the counter value has the s" digit at 3. Now, the opponent can take advantage of
this error and play a move with@o sif, and only if, theh+ <" digit has been lowered to 2 by
the previous reacher move, therefore this digit will alwhgs3 after an opponent move and never
0 again after a reacher move, because none of them permitsrease a digit of the second part
or to decrease it by 2 or more, even with carries. In partrctite counter value cannot become 0.

e A reacher @QNCEL/REMOVE move.

Here, the first part of the counter value had only digits atsd pefore because the opponent did
not do a deviating move and now one digit is at 3, let us sayttiés!" one. The opponent will
always use moves with IRATION d; when thet" digit is 3 and other moves when it is 2 such that
this digit can no longer be put to 0 after the reacher playsefiore the opponent wins.

e A reacher QNCEL/ERASE move.

Here, the fourth part of the counter value has been reduesteithe move iINISH, which would
lead to a negative counter value, should be avoided by tleheealn other words, the opponent
just has to match the duration of his move to the one that theher chose right before, like in a
good encoding, to be sure that he wins. Indeed, the only lpibssfor the reacher to win is now
to use a GNCEL/REMOVE move, but he will lose whenever he does this meanwhile thieping
of the counter value has only digits at 0.

O
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001000/ 0000|1121 || Expected duration: 3
001003/ 0000|1121 | DurATION 6 GOTOO
000000, 0000|1211 |20 || CANCEL (6,0) REMOVE 3
000033, 3330(11| 20| DURATION 5 GoTO L
000000/ 0000|{01| 10| CANCEL (5,1)ERASE(1,1)
000033/ 3330(01|10 | DuURATIONS5 GoTO L
000000, 0000| 00|00 | CANCEL (5,1) ERASE(2,1)

Figure 4: Deviating move of the opponent and reaction of daeher.

We now restrict to good encodings, for which the next prajmsidecides the winner depending on
the winner of the corresponding play in the countdown game fikst need the following lemma.

Lemma 18: Consider a prefix of a good encoding without dfayisH move. The following invariants
hold:

e The digits in the first part of the counter value are @lafter an opponent move and &llexcept
onel after a reacher move.

e The digits in the second part of the counter value areDadfter a reacher move and all except
onel after an opponent move.

Proof. At the beginning of the play, before the first reacher moverdhis one 1 and other digits are 0 in
the second part, and all the digits in the first part are 0. Taisalso be seen in the Figure 3. Consider
a good encoding. The following alternation happens: rea@meTE/CHOOSE moves erase the 1 in
the second part and increment a digit, hence a 0, in the firstgad opponent moves erase the 1 that
appeared in the first part and increment a 0, in the second part O

Proposition 19: Consider a good encoding’ built from a playin the restricted countdown game. If
player 1 wins 1, then the reacher wins any play that begins with the prefix the robot game when he
plays theFINISH move, else the opponent has a winning strategy afteFtkesH move.

Proof. We look at the evolution of the counter value along a good éimgp Every DURATION d cancels
the previous G0O0SEd, every SATE scancels the previous@ 0 s, STATE S cancels the 1 in the initial
counter value, andINISH cancels the digit that correspond_toand the fourth part. In other words, all
parts except possibly the third one are zero at the end of d gnooding. Here, we do not consider
possible carries from the third to the fourth part, which m#tke reacher lose. As for the third part, it
first represents the initial value in the countdown game haddacher subtracts from it the values of the
durations chosen by player 1 in the simulated play. The evuralue is also O at the end of the good
encoding in the robot game if, and only if, the correspongifay in the countdown game ends in the
configuration(_L,0).

Let us show why we need theNisH move. According to Lemma 18, the reacher cannot win if
he plays SATE/CHOOSE moves forever, even if he tries to make a carry appear fromnihing to the
fourth part of the counter value, because there will always ldigit at 1 in the first part of the counter.
However, with a FNISH move, no digit is incremented in the first part of the counitince, the reacher
should use this move at least once at the end of a good encoding
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Note that, in particular, the reacher loses if he subtractsd third part more than the initial value in
the countdown game.

Now, we present the winning strategy for the opponent if d&aher did not win at the moment where
he played FNISH. The fourth part of the counter is now nullified, hence thehea can afterwards only
use SATE/CHOOSEmMoves because other moves would make the counter valuaveegadnsequently,
the opponent can do a move witho® | and guarantee at the next step that the digit that correspond
to L is never 0 again. O

We conclude from Propositions 17 and 19 that the reacher thasreng strategy in the robot game
if, and only if, player 1 has a winning strategy in the coumtdogame. Indeed, both players need to
generate a good encoding, else they know that they will tbses, it is just a matter of checking whether
the reacher can enforce the good encoding to make him win.

5 Conclusion and perspectives

In this paper, we give an EXPTIME algorithm for solving rolgztmes on the integer line, and prove
EXPTIME-hardness by a reduction from countdown games. Ating to [3], it is open whether deciding
the winner of robot games is decidable in dimension two. Iklbé interesting to see if the game on a
grid has enough regularity properties so as to adapt ourigdgofor the dimension two problem.
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