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We propose a validity preserving translation from a subfep@stemic Alternating-time Temporal
Logic (ATL) to epistemic Computation Tree Logi€TL). The considered subset of episterAitL is
known to have the finite model property and decidable mobekking. This entails the decidability
of validity but the implied algorithm is unfeasible. Redugithe validity problem to that in a corre-
sponding system oETL makes the techniques for automated deduction for that gadable for
the handling of the apparently more complex systerATif.

Introduction

The strategic cooperation modalitiesalfernating time temporal logi€ATL, [AHK97| /AHKOZ2]) gen-
eralize the path quantifier of computation tree logi¢CTL). Combinations oATL with modal logics

of knowledge [[vdHWO3, JvdH04] extend temporal logics of wiexlge (cf. e.gl[[FHMV95E]) in the way
ATL extendsCTL Automated deduction foETL and linear time epistemic temporal logics has been
studied extensively [FDP0O1, BDF99, GS09a, GS09b]. Themish less work on the topic f&TL, and
hardly any for its epistemic extensions. The decidabilityalidity in ATL with complete information
was established in [GvD06] as a consequence ofitlite model propertywhere the completeness of a
Hilbert-style proof system was given too. Hilbert-styl®gf systems are known to be unsuitable for au-
tomating proof search. The situation was remedied by adabt@ased decision procedure developed in
[GSQ9¢]. Along with that, the same authors developed taldgatems for branching epistemic temporal
logics in [GS09b]. Temporal resolution (cf. e.d. [FDPO0hich is well understood for linear time
logics and their epistemic extensions, was considere@dTarin [Zhal0], but only for the(.))o-subset,
which is similar tocoalition logic[Pau02] and enables only reasoning about a fixed numberpd.ste
our knowledge, no similar work has been done for systemsezpis ATL

In this paper we continue the study [GDE11] of a systenA®L with the operator of distributed
knowledge under the perfect recall assumption,_In [GDE1d patablished the finite model property for
a subset, and a model-checking algorithm for the whole sysfhat algorithm assumed that coalition
members can use the distributed knowledge of their coaitim guide their actions. Dropping that
assumption is known to render model-checking undeciddbld 1]. As expected, the validity-checking
algorithm which these results imply is unfeasible.

In this paper we propose a validity preserving translatromfanother subset of that logic into epis-
temic CTL, with distributed knowledge and perfect recall again. Aseitomes clear below, the need to
consider a subset appears to be due to the lack of conneittiepsstemicCTL to capture some interac-
tions between knowledge and the progress of time. The &timsIimakes no assumption on coordination
within coalitions and there is no dependence on the avétlabif the past temporal modalities which
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are featured in the axiomatization from [GDE11]. A semaasumption that we keepfisite branch-
ing: only finitely many states should be reachable in one stap fray state and models should have
only finitely many initial states. Dropping that assumptieould disable the fixpoint characterization of
(.U.)-objectives that we exploit, because of the requirementrategjies to be uniform. The translation
enables the use of the known technigues for mechanized proloé apparently simpler logi€TL and

its epistemic extensions [BF99, GS09b]. Building on ounjmes work [GDE11], we work with the
semantics oATL oninterpreted systems their form adopted i [LRO6].

1 Preliminaries

1.1 Propositional epistemicATL with perfect recall (ATLR)

The syntax oATLR formulas can be given by the BNF
¢ wi=L[pl(@=u)|Dr¢ [(M)eoo|(MH(¢UyY)|[F](sUy)

Herel ranges over finite sets of agents, gmdanges over propositional variables. In this paper we
exclude the past temporal operators as their presence dbaffect the working of our translation.

An interpreted systens defined with respect to some given finite Bet {1,...,N} of agentsand a
set ofpropositional variablegatomic propositionsAP. There is also agnvironment € Z; in the sequel
we write % for ZU {e}.

Definition 1 (interpreted systems) An interpreted systerfor Z andAP is a tuple of the form
((Li:i€Ze),l,(Act 11 € Z¢),t,V) 1)

where:
Li, i € Z¢, are nonempty sets ddcal statesLr stands for[] Lj, I C Z;
iel
elements ot_s, are calledglobal states

| C Ls, is a nonempty set ahitial global states

Act;, i € Ze, are nonempty sets aictions Actr stands for[] Act;
iel

t: Ly, X Acts, — L5, is atransition function;
V C L5, x APis a valuation of the atomic propositions.
For everyi € e andl’,l” € Ly, such that! = 1" andl; =17 the functiont satisfieqt(l’,a)); = (t(1”,a));.

In the literature an interpreted system also includ@sotocol to specify the actions which are permit-

ted at every particular state. Protocols are not essentialit study here as the effect of a prohibited
action can be set to that of some fixed permitted action (wisietiways supposed to exist) to produce
an equivalent system in which all actions are always peechittOur variant of interpreted systems is
borrowed from [[LRO6] and has a technically convenient featwhich is not present in other works

[FHMV95, [LOR]: every agent’s next local state can be ditgciffected by the local state of the envi-

ronment through the transition function. Here follow thettieical notions that are relevant to satisfaction
of ATLformulas on interpreted systems.

Definition 2 (global runs and local runs) Given ann < w, arun of length nis a sequence
r=1%01"%at... € Ly, (Acts,Ls,)"

such that® € | andli*t =t(1},al) for all j < n. A run isinfinite, if n= w; otherwise it ifinite. In either

case we writér| for thelength nof r. (Note that a run of length < w is indeed a sequence ofi2 1

states and actions.)
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Givenr as above anfl C X, we writerr for the correspondintpcal run
IPa? ...l P € Lr(ActLr)"

of [in whichl} = (Iij el anda} = <a1-j el
We denote the set of all runs of some fixed lengtd w, the set of all finite runs, and the set of all
runs inlS by R'(1S), R"(1S) andR(1S), respectively.

Giveni, j < wand arr as above such thak j < |r|, we writer[i..j] for I'a'...al =21

r

Definition 3 (indiscernibility) Givenr’,r” € R(IS) andi < |r|,|r"|, we writer’ ~r; r" if r'[0..i]r =
r"[0..i]r. We writer’ ~r r” for the conjunction of’ ~ ., r and|r'| = |r"|.

Sequences of the form consist of()s, and, consequentli;]p is the class of all the runs of length.
Obviously~r , and~r are equivalence relations &tlS).

Definition 4 We denote{r’ € R(IS) : r’ ~r r} by [r]r.

Definition 5 (coalition strategies) A strategyfor ' C X is a vectors= (s : i € I') of functionss of
type {r : r € R"(IS)} — Act. We write S(T",1S) for the set of all the strategies forin the considered
interpreted systertS. Givens € S, 1S) andr € Ri"(1S), we write outr, s) for the set

{r =190, .a"U"... e RY(IS) : r'[0..]r|] = r,a) =5(r[0..j]r) for alli € T andj > |r|}.

of the outcomesf r when[™ sticks tos from step|r| on. Given anX C Ri"(1S), out(X,s) is |J out(r,s).
rex

Strategies, as defined above, are determined by the loees wiEthe considered coalition members and
are thereforainiform

Definition 6 (modelling relation of ATLR) The relationlS,r |= ¢ is defined for € Ri"(1S) and formu-
las ¢ by the clauses:

IS}~ L;

1S,1080...a"™ "= p iff V(I p) for atomic propositiong;
IStr=¢=uy iff eitherIS;r = ¢ orIS;r = y;

IS;r =Dr¢ iff ISt =¢ forallr’ €[r]r;
ISTE=({)o¢ iff there exists arse S(I',1S) such that

IS,r'[0..]r| + 1] = ¢ for all r’ € out([r]r,s);
IS;r = () (¢Uy) iff there exists arse §(I,1S) s. t. for everyr’ € out([r]r,s) there exists
ak<ws. t.ISr'[0.|r|+i] = ¢ foralli < kandIS;r'[0..[r| + K] &= ¢;
ISr =[] (¢Uy) iff for everyse S(I',1S) there exist am’ € out([r]r,s) and ak < w s. t.
IS,r'[0..[r|+i] = ¢ foralli < kandIS,r'[0..[r|+ K| = .
Validity of formulas in entire interpreted systems and oa tfass of all interpreted systems, that is, in
the logicATLR, is defined as satisfaction at all 0-length runs in the camsidiinterpreted system, and at
all the O-length runs in all the systems in the consideresiscla@spectively.

In this paper we assume that each coalition member usesterdwin observation power in following a
coalition strategy. Allowing coalition members to shareittobservations gives rise to a more general
form of strategy, which are functions of tyger : r € Ri"(1S)} — Actr, and which was assumed by the
model-checkig algorithm proposed in [GDE11].
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Abbreviations

T, —, V, A and< have their usual meanings. To keep the us¢ afid) down, we assume that unary
connectives bind the strongest, the binary modalities (.U.) and[[']](.U.), and the derived ones below,
bind the weakest, and their parentheses are never omitiddha binary boolean connectives come in
the middle, in decreasing order of their binding power afvad: A, VvV, = and<. We enumerate
coalitions without thel and}. E.g., the shortest way to writg{1}))(((p = q) AP{13r)UD23(r v)))

is (1)) ((p=>q) AP1rUD23(r v q)). We writeP for the dual ofD:

Pré = -Dr—¢.

The rest of the combinations of the cooperation modalityfatate temporal connectives are defined by
the clauses

(Mg = (M)(TUP) (M)B = =[[O=¢ (M) (W) = ~[T(~¢pU-~¢pAr~9)
[Flog =[ri(Tug)  [FBg =-(rHo=¢ [F(eWg) = () (-YU-PyAr-9)

1.2 ATLE with epistemic objectives only

In [GDE11] we axiomatized a subset AL with past in which{(.))(.U.) was allowed only in the
derived construct(l"))>Dr ¢, and[.] (.U.) was allowed only in the derived construck )) J¢. Because
of the validity of the equivalences

(M) o¢ < (M) oDr¢ and((l)D¢ « ((I)EDr¢,

that entailed that all the objectives allowed in that sulmsate epistemic. We argued that, under some
assumptions, any(.))(.U.) formula could be transformed into an equivalent one of thenf@I )) >Dr ¢
thus asserting the significance of the considered subsdh tBe axiomatization and the reduction to
epistemic goals relied on the presence of the past operatotisis paper we consider another subset of
ATLR. Its formulas have the syntax

¢, @=L|p[(@=)[Dro|[{M)od|{r)(DreUDry) )
Unlike the subset from [GDE11], here we allow formulas of tben (")) (Dr¢ UDr ). However, we

exclude even the special cag€))0¢ of the use of[[[(Pr¢UPry). The reasons are discussed in the
end of Sectionl2.

1.3 CTL with distributed knowledge
This is the target logic of our translation. Its formulas édlve syntax

¢, pu=L|p[(¢=y)[Dr¢|Io¢[I(¢Uy)|V(PUY)

wherel ranges over finite sets of agents as above. The clauses feer@ntics of the connectives in
common withATL, are as inATLE; the clauses about formulas built usiagndY are as follows:
IS,;r =30¢ iff there exists an’ € R'*+%(1S) such thar = r'[0..|r|] andIS,r’ |= ¢;
IS,r =3(¢Uy) iff there exists an’ € R¥(1S) such thar =r’[0..|r|] and ak < w
such thatS,r’[0..]r| +i] = ¢ for all i < kandIS,r'[0..|r| + K] = ¢;
IS,;r EV(¢Uy) iff foreveryr’ € R®(IS) such that =r’[0..|r|] there exists & < w such that
IS,r'[0..Ir|+i] = ¢ foralli < kandIS,r'[0..r| + K] = .
Note that the the occurrencesof is vital for the validity of the equivalences

Podo¢ < [0]c¢, PeI(¢UY) < [0](¢Uy) andDeV(pUy) < ((0))(¢UY).
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in the combined language ALY andCTL because of the requirement on strategies to be uniform; e.g.
(0)) (¢ Uy) means thatg Uy) holds along all the extensions of all the rumiich are indiscernible from
the reference run to the empty coalitiohherefore heré(0)) does not subsumein the straightforward
way known about the cageTL of complete information.

The combinatiorvo and the combinations &f and¥ with the derived temporal connectivésv.),
<& andO are defined in the usual way.

2 A validity preserving translation into CTL+ D with perfect recall

Our translation captures the subsefAdil which is given by the BNF
ppi=Llpl(@d=y)[0¢|(¢SY)[Dro |(M)od | (M) (DréUDry)

We explain how to eliminate occurrences(¢f) in formulas of the form{(I"))(Dr ¢ UDr ¢) first. In the
sequel we writda / p] B8 for the substitution of the occurrences of atomic proposip in 8 by a.

Proposition 7 Assuming that p and q are fresh atomic propositions, thesfsaltiility of
[((T)(DreUDry)/plx (at aO-length run) is equivalent to the satisfiability of

X A DovO(pva=DryV (Dré A(I))cq))
A DovO(p<«< DryV (Dro A((T)) o p)) 3)
VAN D@VD(p:> DrLIJ\/(Dr(p/\VOV(q2> DroUg= DrLIJ)))

Next we explain how to eliminate occurrences of the "ba&TL construct{(I")) o ¢. Let|S stand for
some arbitrary interpreted systelh (1) with finite branchimigh = = {1,...,N} as its set of agent&\P
as its vocabulary. We adapt the following simple observatihich works in caséct, i € X are fixed.
Readers who are familiar with the original semanticsAGL on alternating transition system@TS
from JAHK97] will recognize the similarity of our techniquaith the transformation otoncurrent
game structuresmto equivalentATSfrom [GJ04]. Assuming thalct, i € 2, are pairwise disjoint, and
disjoint with AP, we consider the vocabuladP* = APU |J Act,.

i€2e

Definition 8 GivenlSandx ¢ |J Act, we define the interpreted system

i€2e
SACt <<LACt = ze> IACt <ACt| i c ze> tACt VACt>
by putting:
LAct = X (Act U{x}), i € Zg;

Li x
| Act {{(li,*):i€Ze): 1€l
B((la) e Se)b) = (((t(,B)),bi) i € Ze);
VAY(((li, &) 11 € Ze),p) < V({li,:i€Ze),p) for pec AP,
VAN ((li,a) 11 € Ze),b) < b=ajforbeAct, j€Ze.

In short, anlS"®! state is anS state augmented with a record of the actions which lead togtdummy
symbol+« being used in initial states. LB&C L5 x L andR({(lj, &) :i € Ze), (v, b1) : i € Ze)) iff v=
tA%(1,b). ThenISAr = 3o ¢ iff IS ral’ = ¢ for somel’ € R(I) and the onlya € Acts, such that
ral’ e RIN(ISAY). The key observation in our approach is that

IS,1 |= ((iz,...,ik) o @ iff ISP A= \/ .. \/ Dy |k}Vo</\a, :>¢> (4)

aj; EACt,; akeAcnk j=1
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For this observation to work without refering to the actiamghe particular interpreted system, given
an arbitrarylS, we enrich it with dedicated actions which are linked to thgotives occurring in the
considered formula. We define the transition function osdfections so that if a particulag -objective
can be achieved at finite rurat all, then it can be achieved by taking the correspondinijceéed actions
at the last state of This can be achieved in forest-like systems where runs ealetermined from their
final states. Similarly, we introduce express actions ferghwironment that enable it to foil objectives at
states at which they objectives cannot be achieved by tipectage coalitions using any strategy based
on the original actions. (Giving the environment such p@ares not affect the satisfaction of formulas
as it never participates in coalitions.) The satd, i € 2 of atomic propositions by which we model
actions satisfy the formula

A(Ach,...,Actv,Act)= A ... A A FoAa,

ajeAct; an EACty ageACt: i€2e

which states that any vector of actions frévts, produces a transition. Consider AfLY formula of
the form below with no occurrences @b.)-objectives:

X A DoVOA(Act, ..., Acty,Acte) (5)

Here Acty, ..., Acty, Acts consist of the atomic propositions which have been intredum eliminate
((T")) o ¢-subformulas so far. For the origingl we assumect = {nop;}, i € Ze, wherenop; have no
specified effect. We remove the occurrence§of) o ¢-subformulas iy working bottom-up as follows.

Proposition 9 Letar ¢, i € [ U{e}, be fresh atomic propositions, Aet Act U {ar 4} fori e U{e}
and Acf = Act; for i € Z\ . Then the satisfiability of

[((T)) o @/plX A DoVOA(Acty,..., Acl, ACt) (6)
entails the satisfiability of the formula

{Drvo <_/\|_ar.i.¢ = ¢> /p] XA

DeoVO (Drvo (/\ arig = ¢> VPrvo (ar7e¢ = —\¢)> A
ier
DoVOA(Acty, . .., Acty, Act,).

(7)

The above proposition shows how to eliminate one by one albtiturrences of the cooperation modal-
ities in an any giverATLR formula x with the cooperation modalities appearing only in subfdagwf

the form((I')) o ¢ and obtain &TL+ D formula x’ such that if is satisfiable, then so jg’. Now con-
sider a purely€TL+ D formula of the form[(5). The satisfaction &fl (5) requirestjagransition relation

for the passage of time to define as it containg(hg)s and hence no reference to actions. That is, we
assume a satisfying model of the form

IS~ = ((Li i € Ze),1,—,V) (8)

wherelL, i € Z¢, | andV are as in interpreted systems, ands a serial binary relation on the set of
the global states s, that represents the passage of time. We define the remamiegprieted system
components as follows. We choose the set of actions of eaaftiagncluding the environment, to be
the corresponding set of atomic propositidxes; from (5). For anya € Acts, and anyl € Ls, we choose

t(l,a) to be an arbitrary member ef(1)n N {I’ € Ls, : V(I',&)}. The nonemptiness of the latter set is
i€Ze

guaranteed by the validity @(Act,...,Acty,Act) in IS, which states that every state has a successor
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satisfying the conjunction/\ & for any given vector of actiona € Acts,. Let|S stand for the system

i€Ze
obtained by this definition cAct;, i € Z¢, andt. It remains to show that
ISr ’:Dr\v’O (/\ar.i.qy :>¢> (9)
iel

is equivalent tdS;r = ((I')) o ¢ for any subformula(l")) o ¢ eliminated in the process of obtainirg (5).
For the forward direction, establishing that the actiansy, i € I providesl” with a strategy to achiewg

in one step is easily done by a direct check. For the conversetidn, if (9) is false, then the validity of
the second conjunctive member pf (7) entails thaannot rule out the possibility that the environment
can enforce-¢ in one step by choosing its corresponding actipg .

Formulas of the form [[]|(Pr¢UPry)

We first note that no restriction on formulas of the respectore general forrir ] (¢ Uy) is necessary
in the case of complete information.

Proposition 10 (eliminating [I'(¢ Uy) in ATLwith complete information) Let p and g be some fresh
atomic propositions. The satisfiability of

[[FI(¢Uw)/plx

in ATL with complete information is equivalent to the sadlsifity of

X A YO(pva= @V (pA[l]eoq))
A VO(psYV(gA[Top) (10)
A VO(p= YV (pAVoV(g= ¢Ug= 1))).

In the incomplete information case our approach suggegtaaieg|[[I'](Pr¢UPry)/plx by

X A DevO(pva=Pry Vv (Pro A[l]oq))

A DovO(p& Pry Vv (Pré A[op))

VAN D@VD(p:> Prl.,U\/(Pr(P /\))
where, in a forest-like systeh®, qis supposed to mark states which are reached fromrrimg/hich I
cannot achievéPr¢ UPry) whenl’s actionsa are complemented on behalf of the non-members of
by some action®,, , that foil the objective, and.. is supposed to express that any sequence of vectors
of actionsay,ay,... € Actr when complemented by the correspondimg,,, b,,r,,... can generate a
sequencey,ra,... of finite runs, starting with the reference one, each of theimdl -indiscernible
from the extension of the previous one, by the outcome ofdébpectives - by, r,, such that there exists a
k<wwithIS;rj =qADr¢, j=1,...,k—1, andISr¢ = —~qV Dr . The fixpoint construct that would
best serve expressing this condition can be writtepésx VV (B A PrV o X) in the modalu-calculus (cf.
e.g. [BS06]). Finding a substitute for it @TL+ D appears problematic.

Concluding remarks

Our approach is inspired by temporal resolution [FDPO1]icWwhhas been extended to episterhitL
[DEW98] and to (non-epistemic¥ TL andCTL" [BE99,[BDF99], the latter system being the closest to
our target systenCTL+ D. Following the example of these works, a resolution systenCITL+ D
could be proved complete by showing how to reproduce in it@owpf in some complete, e.g., Hilbert
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style proof system. A complete axiomatization for episte@TL* with perfect recall can be found in
[vdMKQ3], but the completeness was demonstrated with dgpehe so-calletbundlesemantics, where
a model may consist of some set of runs that need not be alutreegenerated by a transition system.
and the form of collective knowledge considered in [vdMK@3¢ommon knowledgevhereas we have
distributed knowledge. The setting for the complexity Hssfiom [HV86] is similar. The tableau-based
decision procedure for epistentl L with both common and distributed knowledge from [GS09b]doe
not cover the case of perfect recall. To the best of our kndgdeno decision procedure of feasible
complexity such as the resolution- and tableau-based baéste available for so many closely related
systems from the above works has been developed yet foityahdCTL+ D with perfect recall.
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