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We revisit variable renaming from a practitioner’s point ofview, presenting concepts we found use-
ful in dealing with operational semantics of pure Prolog. A concept ofrelaxed core representationis
introduced, upon which a concept ofprenamingis built. Prenaming formalizes the intuitive practice
of renaming terms by just considering the necessary bindings, where now some passive ”bindings”
x/x may be necessary as well. As an application, a constructive version of variant lemma for imple-
mented Horn clause logic has been obtained. There, prenamings made it possible to incrementally
handle new (local) variables.

1 Introduction

For logic program analysis or formal semantics, the issue ofrenaming variables and generally handling
substitutions is inevitable. Yet the image of substitutions in logic programming research is a somewhat
tainted one, at least since it has been pointed out by H.-P. Ko[16, p. 148] that the original claim of strong
completeness of SLD-resolution needs to be amended, due to acounter-example using the fact that
(

x
f (y,z)

)

is not more general than
(

x
f (a,a)

)

. The example may look counter-intuitive, but it complies with

the definition of substitution generality. Also, by composing substitutions, properties like equivalence,
idempotency or restriction are not preserved. Lastly, due to group structure of renamings, permuting any

number of variables amounts to ”doing nothing”, as in
(

x
y

y
x

)

∼ ε , and such equivalences are also felt to

be counter-intuitive. Hence the prevalent sentiments thatsubstitutions are ”a quite hard matter to deal
with” ([13]) or ”very tricky” ([16]). As a remedy, in the context of aggregating most general unifiers in a
logic programming computation some helpful new concepts and operators were proposed, likeparallel
compositioninstead of traditional composition ([13]) andresultantinstead of answer substitution ([12]).
Still, for almost anyone embarking on a journey of logic program analysis or formal semantics, sooner
or later the need for renaming variables and generally handling substitutions in a new context arises.

In case of this author, the need arose while trying to prove adequacy of an operational semantics
for pure Prolog, S1:PP [9], and the context was one ofextensibility: Given is a pair of queries that are
alphabetic variants of each other. As their respective S1:PP derivations proceed to develop, new variables
may crop up, due to standardization-apart (here calledlocal variables, Subsection 6.1), but the status of
being variant should hold. This setup is known from the classical variant lemma([11]). Additionally,
the corresponding variables need to becollected, obtaining at each step the temporary variance between
the derivations. As an example, assume the first query isp(z,u,x) and the secondp(y,z,x). There is

only one relevant renaming,ρ =
(

z
y

u
z

y
u

)

. Now assume in the next step the first derivation acquires the

variabley, and the secondw. The relevant renaming this time would beρ ′ =
(

z
y

u
z

y
w

w
u

)

. Clearly,ρ ′ is not

an extension ofρ , which makes it seem unsafe to proceed: are some properties of the previous step now
in danger? So the question is, how to ”safely” extend a variable mapping. For this purpose, in Section 5
we introduce a slight generalization of renaming, calledprenaming. It is a mathematical underpinning
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of the intuitive practice of renaming terms by just considering the necessary bindings, and not worrying
whether the result is a permutation. In the above example, renamingp(z,u,x) to p(y,z,x) means mapping
z 7→ y, u 7→ z andx 7→ x. Intuitively, only z 7→ y, u 7→ z are considered necessary bindings, giving the

”renaming”
(

z
y

u
z

)

. For prenaming,x 7→ x is necessary as well. It is based onrelaxed core representation,

which is nothing else than allowing somex 7→ x pairs alongside ”real” bindings, as placeholders.
Prenamings relate to and are inspired by previous work as follows. In [14], the concept oftransla-

tion is defined, upon which alphabetic variance and standardization apart are built; this is the same as
prenaming but for relaxed core (page 31). Asafeprenaming is more general thanrenaming for a term
from [11], and it maximizesW in the notion ofW-renamingfrom [6] (page 33). Also, it generalizes
substitution renamingfrom [1] (subsubsection 5.3.2).

In Section 6, prenamings are used to express and prove a propagation claim for implemented Horn
clause logic, by means of local variable extension (Lemma 6.3). As a corollary, a variant lemma is
obtained (Theorem 6.5). Underway, we touch on the discrepancy between the rather abundant theory of
logic programming and a scarcity of mathematical claims forimplemented logic programming systems.
While there are some formal proofs of properties like nominal unification [17], for logic programming
systems or their compilation such are still few and far between, a notable exception being [15]. New
concepts like prenaming may be of help.

2 Substitution

First we need a bit of notation. Assume two disjoint sets: a countably infinite setV of variables and a
setFun of shapes. If W ⊆ V, any mappingF with F(W) ⊆ V shall be calledvariable-pure onW. A
mapping variable-pure on the whole set of variablesV shall be simply calledvariable-pure. If V \W is
finite,W is said to beco-finite. A mappingF is injective onW, if wheneverF(x) = F(y) for x,y∈W also
holdsx = y. Eachf/n ∈ Fun consists of afunctor f and an associated number of argumentsn, called
arity. Functors of arity 0 are calledconstants. Starting fromV andFun, data objects orterms1 are built:
Any variablex∈ V is a term. Ift1, ..., tn are terms andf/n∈ Fun, then f (t1, ..., tn) is a term withshape
f/n andconstructor f . In case off/0, the term shall be written without parentheses. If a terms occurs
within a termt, we writes∈ t. Theordered pairof termsh andt is written as[h|t], whereh is called the
headandt the tail of the pair. A special case is anon-empty list, distinguished by its tail being a special
term [] called theempty list, or a non-empty list itself. Alist of n elementsis the term[t1|[t2|[...[tn|[]]]]],
conveniently written as[t1, ..., tn]. Let Vars(t) be the set of variables in the termt. If the termss andt
share a variable, that shall be writtens⊲⊳ t. Otherwise, we says, t arevariable-disjoint, written ass 6⊲⊳ t.

A recurrent theme in this paper shall be ”relevance”, meaning ”no extraneous variables” relative to
some term or terms. It was used in [2, p.3̇8] in unary sense, i.e. no extraneous variables relative to
(one) term. This usage shall be reflected in the text as follows: A renamingρ embedding a prenaming
α is a relevantembedding, ifVars(ρ) ⊆ Vars(α) (Figure 1). Additionally, relevance in a binary sense,
concerning two terms, shall also be needed: A mappingF is relevant for t1 to t2, if Dom(F) ⊆ Vars(t1)
andRange(F)⊆ Vars(t2) (Figure 2, Lemma 6.3).

Definition 2.1 (substitution). A substitutionθ is a function mapping variables to terms, which is iden-
tity almost everywhere. In other words, it is a functionθ with domainDom(θ) = V such that the set
Core(θ) ··= {x∈ V | θ(x) 6= x} is finite.2

1In Prolog, everything is a term, and so shalltermbe here the topmost syntactic concept.
2[7] speaks offinite support.
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The setCore(θ) shall be called theactive domain3 or coreof θ , and its elementsactive variables4 of
θ . The setRan(θ) ··= θ(Core(θ)) is theactive rangeof θ . A variablex such thatθ(x) = x shall be called
a passivevariable, or afixpoint, for θ . Also, we say thatθ is activeon the variables fromCore(θ), and
passiveon all the other variables. IfCore(θ) = {x1, ...,xk}, wherex1, ...,xk are pairwise distinct variables,
andθ maps eachxi to ti , thenθ shall have thecore representation{x1/t1, ...,xk/tk}, or the perhaps more

visual
(

x1
t1

...

...
xk
tk

)

. Each pairxi , ti is called thebinding for xi in θ , denoted byxi/ti ∈ θ . Often we identify

a substitution with its core representation, and thus regard it as a syntactical object, a term representing
a finite set. So the set of variables of a substitution is defined asVars(θ) ··= Core(θ)∪Vars(Ran(θ)).

The notions of restriction and extension of a mapping shall also be transported to core representation:
if θ ⊆σ , we sayθ is arestrictionof σ , andσ is anextensionof θ . The restrictionθ↾W of a substitutionθ
on a set of variablesW ⊆ V is defined as follows: ifx∈W thenθ↾W(x) ··= θ(x), otherwiseθ↾W(x) ··= x.
The restriction ofθ upon the variables oft is abbreviated asθ↾t ··= θ↾Vars(t).

The compositionθ ·σ of substitutionsθ andσ is defined by(θ ·σ)(x) ··= θ(σ(x)). Composition
may be iterated, written asσn ··= σ ·σn−1 for n≥ 1, andσ0 ··= ε . Hereε ··= () is the identity function on
V. In case a variable-pure substitutionρ is bijective, its inverse shall be denoted asρ−1. A substitution
θ satisfying the equalityθ ·θ = θ is calledidempotent.

Definition of substitution is enhanced from variables to arbitrary terms in a structure-preserving way
by θ( f (t1, ..., tn)) ··= f (θ(t1), ...,θ(tn)). If t is a term, thenθ(t) is aninstanceof t via θ .

Example 2.2.
( x

u
w
v

u
x

v
w

)

·
(

u
x

v
w

x
y

y
u

z
v

w
z

)

=
(

6u
6u
6 v
6 v

x
y

y
x

z
w

w
z
6 x
6u
6w
6 v
6u
6 x
6 v
6w

)

=
(

x
y

y
x

z
w

w
z

)

.

3 Renaming

Definition 3.1 (renaming). A renamingof variables is a bijective variable-pure substitution.

In [6], it is synonymously called ”permutation”. We shall reserve the word for the general case where
movement of infinitely many variables is possible. Here we synonymously speak offinite permutation
due to the fact that, being a substitution, any renaming has afinite core, and Legacy 3.3 holds.

Due to structure preserving, ifs∈ t thenσ(s) ∈ σ(t). For bijective substitutions (i.e. renamings), the
converse property holds as well, giving

Lemma 3.2 (renaming stability of ”=”, ”∈”, ” 6⊲⊳”) . Let ρ be a renaming and s, t be terms. Then s= t
iff ρ(s) = ρ(t), and also s∈ t iff ρ(s) ∈ ρ(t). As a consequence, s6⊲⊳ t iff ρ(s) 6⊲⊳ ρ(t).
Legacy 3.3([10]). A substitutionρ is a renaming iffρ(Core(ρ)) = Core(ρ).
Legacy 3.4([6]). Every injective variable-pure substitution is a renaming.

So composition of renamings is a renaming. The next propertyis about cycle decomposition of a
finite permutation.

Lemma 3.5 (cycles). Let σ be a variable-pure substitution. It is injective iff for every x ∈ V there is
n∈ N such thatσn(x) = x.

Proof. Assumeσ injective, and choosex0∈V. If σ(x0)= x0, we are done. Otherwise,σ i(x0) 6=σ i−1(x0)
for all i ≥ 1, due to injectivity. Hence,σ i−1(x0) ∈ Core(σ) for everyi ≥ 1. Because of the finiteness of
Core(σ), there ism> k≥ 1 such thatσm(x0) = σ k(x0). Due to injectivity,σm−1(x0) = σ k−1(x0). By

3Traditionally called justdomain. This may be confusing, since in the usual mathematical sense it is always the wholeV
that is the domain of any substitution.

4The nameactive variableappears in [8].
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iteration we getn ··= m− k. For the other direction, assumeσ(x) = σ(y), and minimalm,n such that
σn(x) = x, σm(y) = y. Consider the casem 6= n, saym> n. Thenσm−n(y) = σm−n(x) = σm−n(σn(x)) =
σm−n(σn(y)) = σm(y) = y, contradicting minimality ofm. Hencem= n, sox= σn(x) = σn(y) = y. ♦

4 Relaxed core representation

If there is a substitutionσ mapping a terms on a termt, then it is mapping each variable ins on a
subterm oft. It is possible that a variable stays the same, so if we want our mapping to explicitely
coverall variables ins, as in the promised application (Section 6), then necessarily x/x would have to be
tolerated as a ”binding”.

To cater for such wishes, the core of the substitutionσ can be relaxed to contain some passive
variables, raising those above the rest, as it were. This simple technique is useful beyond the context of
renaming, so we assume arbitrary substitutions.

Definition 4.1 (relaxed core). If Core(σ) ⊆ {x1, ...,xn}, where variablesx1, ...,xn are pairwise distinct,

then{x1, ...,xn} shall be called arelaxed coreand
(

x1
σ(x1)

...

...
xn

σ(xn)

)

shall be called arelaxed core represen-

tation for σ . If we fix a relaxed core forσ , it shall be denotedC(σ) ··= {x1, ...,xn}. The associated range
σ(C(σ)) we denote asR(σ). The set of variables ofσ is as expected,V(σ) ··=C(σ)∪Vars(R(σ)). To
get back to the traditional representation, we denote by[σ ] the (non-relaxed) core representation ofσ .

For extending, substitutions are treated like sets of active bindings, so (disjoint) union may be used:

Definition 4.2 (sum of substitutions). If σ =
(

x1
s1

...

...
xn
sn

)

andθ =
(

y1
t1

...

...
ym
tm

)

are substitutions in relaxed

representation such that{y1, ...,ym} 6⊲⊳ {x1, ...,xn}, thenσ ⊎θ ··=
(

x1
s1

...

...
xn
sn

y1
t1

...

...
ym
tm

)

is thesumof σ andθ .

For Subsection 6.2, backward compatibility of an extensionshall be needed.

Lemma 4.3(backward compatibility). Let σ ,θ be substitutions and x be a variable. Then(σ ⊎θ)(x) =
σ(x) iff θ(x) = x.

Proof. If x 6∈C(θ), thenθ(x) = x, and(σ ⊎θ)(x) = σ(x). If x∈C(θ), then(σ ⊎θ)(x) = θ(x) and also
x 6∈C(σ), henceσ(x) = x. The condition(σ ⊎θ)(x) = σ(x) collapses toθ(x) = x. ♦

Passivity ofθ on a termt is guaranteed ifσ is ”complete” fort, i.e. lays claim to all its variables:

Definition 4.4 (complete for term). Let σ be given in relaxed core representation. We say thatσ is
completefor t if Vars(t)⊆C(σ).

In such a case there is no danger that an extension ofσ might mapt differently fromσ :

Corollary 4.5 (backward compatibility). If σ is complete for t, then for anyθ holds: σ ⊎θ is complete
for t and(σ ⊎θ)(t) = σ(t).

5 Prenaming

In practice, one would like to change the variables in a term without bothering to check whether this
change is a permutation of variables, i.e. a renaming in the sense of Definition 3.1. For example, the term
p(z,u,x) can be changed top(y,z,x) using mappingz 7→ y, u 7→ z, x 7→ x. Let us call such a mapping
prenaming5.

5Finding an appropriate name can be a struggle. Shortlisted werepre-renamingandproto-renaming.
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Like any substitution, a prenamingα shall also be represented finitely, but in relaxed core represen-
tation, in order to capture possiblex 7→ x pairings. The setC(α) is fixed by the terms to map. Obviously,
injectivity is important for such a mapping, sincep(z,u,x) cannot be mapped onp(y,y,x) without losing
a variable. Hence,

Definition 5.1 (prenaming). A prenamingα is a variable-pure substitution injective on a finite set of
variablesC(α)⊇Core(α).

Clearly, any renaming is a prenaming. For Theorem 6.5, we need to extend a given prenaming.

Lemma 5.2 (extension of prenaming). Let α =
(

x1
y1

...

...
xn
yn

)

and β =
(

u1
v1

...

...
um
vm

)

be prenamings such that

{u1, ...,um} 6⊲⊳ {x1, ...,xn} and {v1, ...,vm} 6⊲⊳ {y1, ...,yn}. Thenα ⊎ β =
(

x1
y1

...

...
xn
yn

u1
v1

...

...
um
vm

)

is also a pre-

naming, with C(α ⊎β ) =C(α)⊎C(β ) and R(α ⊎β ) = R(α)⊎R(β ).

Plotkin’s concept oftranslation [14, p. 46] corresponds to prenaming without passive bindings.

There, theinverse translationfor τ ··=
(

z
y

u
z

)

would beτinv ··=
( y

z
z
u

)

. Clearly,τinv ·τ =
( y

z
z
u

)

·
(

z
y

u
z

)

=
( y

z

)

,

which is not identity substitution. Although(τinv · τ)↾{z,u} = ε , soτ is reversible and thus ”safe” to use
on{z,u}, one might instinctively be wary of the possibility that handling several translations in the same
computation could somehow produce ”unsafety”. Presumablyfor that reason, the concept of translation
did not catch on, and it is meanwhile customary to define alphabetic variance using renaming rather than
translation ([2]). We revisit Plotkin’s concept, enrichedwith passive bindings and deemed fit for a new
name,prenaming, and show that its safe application on a term and safe (even backward-compatible)
extension are easily achievable, thus justifying the intuitive practice.

5.1 The question of inverse

So a prenaming is more natural in practice, but a ”full” renaming is better mathematically tractable, due
to its being invertible onV. The next property shows how to extend a prenamingα to obtain a renaming,
and arelevantone at that, i.e. active only on the variables fromV(α). The claim is essentially given in
[12], [2] and [1] with emphasis on the core6 of such an extension. Originally the claim appears in [6],
with emphasis on the extent of coincidence7, which is our concern as well. We rephrase the claim around
the notion of prenaming, and provide a constructive proof based on Lemma 3.5.

Theorem 5.3 (embedding). If α is a prenaming, there is a renamingα which coincides withα on
V \(R(α)\C(α)) such that Vars(α)⊆V(α). Additionally, ifα(x) 6= x on C(α), thenα(x) 6= x on V(α).

α(x) ··=











α(x), if x∈C(α)

z, if x∈ R(α)\C(α) andαm(z) = x for maximalm≤ n

x, outside ofC(α)∪R(α)

Figure 1: Closure, the natural relevant embedding

6[2, p. 23]: ”Every finite 1-1 mappingf from A ontoB can be extended to a permutationg of A∪B. Moreover, if f has no
fixpoints, then it can be extended to ag with no fixpoints.”

7[6, p. 35]: ”Let W be a co-finite set of variables (...) and letσ be a W-renaming. Then there is a permutationπ which
coincides withσ on the set W.”
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Proof. If α is a prenaming, thenC(α) and R(α) are sets ofn distinct variables each. The wanted
renaming is constructed in Figure 1, with the intention to close the possibly open chainx,α(x),α2(x), ...
So let us see whether for everyx there is aj such thatα j(x) = x. If x∈C(α), we start as in the proof of
Lemma 3.5, and consider the sequencex,α(x),α2(x), ... SinceC(α) is finite, either we get two equals
(and proceed as there), or we getαk(x) 6∈C(α) and are stuck. Fory ··= αk(x) we knowα(y) = z such
thatαm(z) = y with maximalm, som≥ k. Therefore,αm(α(y)) = y= αk(x). Due to injectivity ofα on
C(α), we getαm−k(α(αk(x))) = x, and henceαm+1(x) = x.

The casesx ∈ R(α) \C(α) or x 6∈ C(α) ∪R(α) are easy. By Lemma 3.5,α is injective. By
Legacy 3.4,α is a renaming. The discussion of the caseα(x) 6= x onC(α) is straightforward. ♦

Definition 5.4 (closure of a prenaming). The renamingα constructed in Figure 1 shall be called the
closureof α .

Remark5.5 (relevant embedding is not unique). Let α =
(

z
y

u
z

y
x

w1
w2

)

, and let us embed it in a relevant

renaming. The Figure 1 givesα =
(

z
y

u
z

y
x

w1
w2

x
u

w2
w1

)

. But ρ =
(

z
y

u
z

y
x

w1
w2

x
w1

w2
u

)

is also a relevant renaming

which is embeddingα . In the usual notation for cycle decomposition,ρ = {(x,w1,w2,u,z,y)} and
α = {(x,u,z,y),(w1,w2)}.

If we reverse the prenaming, the closure algorithm shall be closing the same open chains but in the
opposite direction, hence

Lemma 5.6(reverse prenaming). Let α ··=
(

x1
y1

...

...
xn
yn

)

andαinv ··=
(

y1
x1

...

...
yn
xn

)

. Thenαinv = α−1.

Remark5.7 (closure is not compositional). Takeα ··=
(

z
y

u
z

y
x

)

andρ ··=
(

x
y

y
x

)

. Thenα =
(

z
y

u
z

y
x

x
u

)

, ρ ·

α =
( z

x
u
z

x
u

)

, ρ ·α =
(

z
x

u
z

x
y

)

andρ ·α =
(

z
x

u
z

x
y

y
u

)

.

Remark5.8 (closure is not monotone). If α ⊇ α ′, then not alwaysα ⊇ α ′. To see this, letα =
(

z
y

u
z

y
x

)

andα ′ =
(

z
y

u
z

)

. Thenα ′ =
(

z
y

u
z

y
u

)

andα =
(

z
y

u
z

y
x

x
u

)

.

5.2 Staying safe

Let us look more closely into Remark 5.8:α(y) = x andα(x) = x, so y and x may not simultane-
ously occur in the candidate term. Otherwise, a variable shall be lost, which we call ”aliasing”, like
in

(y
x

)

(p(x, f (y))) = p(x, f (x)).

Definition 5.9 (aliasing). Let α be a prenaming. Ifx 6= y but α(x) = α(y), thenα is aliasingx andy.

So what Remark 5.8 means is: if we want to useα on a larger set thanC(α), then the setPit(α) ··=
R(α)\C(α) should be avoided, because aliasing may happen. But, luckily, its complement is safe:

Lemma 5.10(larger set). A prenamingα is injective on the co-finite setV \Pit(α). The set is maximal
containing C(α).

Proof. Let x,y ∈ V \Pit(α). Is it possible thatα(x) = α(y)? Possible cases: Ifx,y ∈C(α), then by
definition of prenamingα(x) 6= α(y). If x,y 6∈C(α), thenα(x) = x 6= y= α(y). It remains to consider
the mixed casex ∈C(α), y 6∈C(α). We haveα(x) ∈ R(α) andα(y) = y. So isα(x) = y possible? If
yes, theny∈R(α), but sincey 6∈C(α), that would meany∈ Pit(α). Contradiction.

The set cannot be made larger: ify ∈ Pit(α), then there isx ∈ C(α) with x 6= y and α(x) = y =
α(y). ♦
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Definition 5.11(injectivity domain). SinceInDom(α) ··=V\Pit(α) is the largest co-finite set containing
C(α) on whichα is injective, it shall be called theinjectivity domainof α .

The injectivity domain of a prenaming is clearly the only safe place for it to be mapping terms from.

Definition 5.12 (safety of prenaming). A prenamingα is safe8 for a termt if Vars(t)⊆ InDom(α).

Clearly,InDom(α) =C(α)∪ (V \R(α)), soα is safe for its relaxed core. Hence,

Corollary 5.13 (complete and safe). If a prenaming is complete for a term, it is safe for that term.

For a prenamingα with the qualityR(α)=C(α), i.e. a renaming, it is no surprise thatInDom(α)=V
and hence safety is guaranteed for any term.

A prenaming behaves like a renaming on its injectivity domain, since it coincides with its closure
there. This follows immediately from Theorem 5.3:

Lemma 5.14(injectivity domain). Let x∈ InDom(α). Thenα(x) = α(x).

Corollary 5.15 (prenaming stability). A generalization of Lemma 3.2 holds: Let s, t be terms andα be a
prenaming safe for s, t. Then s= t iff α(s) = α(t) and also s∈ t iff α(s) ∈ α(t). As a consequence, s6⊲⊳ t
iff α(s) 6⊲⊳ α(t).

Our definition of prenaming was inspired by the following more general notion from [6].

Definition 5.16 (W-renaming, [6]). Let W ⊆V. A substitutionσ is aW-renamingif σ is variable-pure
onW, andσ is injective onW.

With this notion, Lemma 5.10 can be summarized as:InDom(α) is a co-finite set of variables, and
the largest setW ⊇C(α) such thatα is a W-renaming.

What about safety of extension? Ifα is safe fort, α ⊎β does not have to be, even ifβ (t) = t, as the

following example shows:α ··=
( v

w

)

, β ··=
(

z
y

u
z

y
x

)

, t ··= p(x) (here no aliasing happened, though). The

next two claims address safety of extension.

Lemma 5.17(monotonicity). Assumeα ⊎β is defined. Then

1. InDom(α)∪ InDom(β ) = V

2. InDom(α)∩ InDom(β )⊆ InDom(α ⊎β )

Proof. Since(V \A)∪ (V \B) = V \(A∩B)), andPit(α) 6⊲⊳ Pit(β ), we getInDom(α)∪ InDom(β ) = V.
Further,(V \A)∩ (V \B) = V \ (A∪B) and soPit(α ⊎β ) = (R(α)⊎R(β ))\ (C(α)⊎C(β )) ⊆ (R(α)\
C(α))∪ (R(β )\C(β )) = Pit(α)∪Pit(β ). ♦

In Remark 5.8,Pit(α ′) = {y}, Pit(
( y

x

)

) = {x}, and Pit(α) = {x}, henceInDom(α ′) = V \ {y},
InDom(

( y
x

)

) = V \{x} andInDom(α) = V \{x}.
By the last claim, staying withinInDom(α) and InDom(β ) ensures staying withinInDom(α ⊎ β ).

By assuming a bit more aboutα than just safety, we may ignore the nature of extensionβ , and still
ensure safety and even backward compatibility ofα ⊎β . This shall be used in Section 6.

Theorem 5.18(safety of extension). Assumeα ⊎β is defined.

1. If α is safe for t andβ is safe for t, thenα ⊎β is safe for t.

2. If α is complete for t, thenα ⊎β is complete (hence safe) for t, and(α ⊎β )(t) = α(t).

The first part follows from Lemma 5.17 and the second from Corollary 4.5 and Corollary 5.13.

8Safe prenaming is more general thanrenaming for a termin [11, p. 22], since we do not requireCore(α)⊆ Vars(t).
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5.3 Variant of term and substitution

The traditional notion of term variance, which is term renaming, shall be generalized to prenaming. As
a special case, substitution variance is defined, inspired by substitution renaming from [1]. For this,
substitution shall once again be regarded as a special case of term. The term is of course the relaxed
core representation. This concept shall come in handy for proving properties of renamed derivations
(Subsection 6.2).

5.3.1 Term variant

Definition 5.19(term variant). If α is a prenaming safe fort, thenα(t) is avariantof t, writtenα(t)∼= t.
The particular variance and the direction of its application may be explicated bys=α t iff s= α(t).

If s∼= t, then there is a uniqueα mappings to t in a complete and relevant9 manner, i.e. map-
ping each variable pair and nothing else, as computed by Figure 2. The algorithm makes do with only
one set for equations and bindings, thanks to different types. Termination can be seen from the tuple
(lfun=(E),card=(E)) decreasing in lexicographic order with each rule application, wherelfun=(E) is
the number of function symbols in equations inE, andcard=(E) is the number of equations inE.

Start from the setE ··= {s= t} and transform according to the following rules. The transformation is
bound to stop. If the stop was not due to failure, then the finalsetE is the prenaming ofs to t, Pren(s, t).

elimination E⊎{x= y} E, if x/y∈ E

failure: alias E⊎{x= y} failure, if (x/z∈ E, z 6= y) or (z/y∈ E, z 6= x)

binding E⊎{x= y} E∪{x/y}, if (x/ 6∈ E) and( /y 6∈ E)

failure: instance E⊎{x= t} failure, if t 6∈ V; E⊎{t = x} failure, if t 6∈ V

decomposition E⊎{ f (s1, ...,sn) = f (t1, ..., tn)} E∪{s1 = t1, ...,sn = tn}

failure: clash E⊎{ f (s1, ...,sn) = g(t1, ..., tm)} failure, if f 6= g or m 6= n

Figure 2: Computing the prenaming ofs to t

Notation5.20 (epsoid). The prenaming constructed in Figure 2 shall be simply calledthe prenamingof
s to t, and denotedPren(s, t). It is complete forsand relevant fors to t.

In cases= t, we obtain forPren(s, t) essentially the identity substitution. However, regardedas
prenamings,Pren(t, t) and ε are not the same. A prenamingα with relaxed coreW mapping each
variable on itself (in other words,C(α) =W and[α ] = ε) shall be called theW-epsoidand denotedεW.
For a termt, we abbreviateεt ··= εVars(t).

Regarding composition, an epsoid behaves just likeε . Its use is for providing completeness, and
hence extensibility, by means of placeholder bindingsx/x.

5.3.2 Special case: substitution variant

Even substitutions themselves can be renamed. To rename a substitution, one regards it as a syntactical
object, a set of bindings, and renames those bindings. Ifρ is a renaming andσ is a substitution, [1]

9”Relevant” in the binary sense (page 28). In case of prenaming, we naturally useC asDomandRasRange.
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defines substitution renaming byρ(σ) ··= {ρ(x)/ρ(σ(x)) | x∈ Core(σ)}. It is easy to see thatρ(σ) is
a substitution in core representation. For this only two properties ofρ were needed: variable-purity on
Vars(σ) and injectivity onVars(σ). These requirements are clearly fulfilled by prenamings safe onσ as
well. Hence,

Definition 5.21 (substitution variant). Let σ be a substitution and letα be a prenaming safe forσ , i.e.
Vars(σ)⊆ InDom(α). Then avariant of σ by α is

α(σ) ··= {α(x)/α(σ(x)) | x∈Core(σ)} (1)

We may writeθ =α σ if θ = α(σ), as with any other terms. As can be expected, the concept of
variance by prenaming is well-defined, owing to safety. Otherwise, the result of prenaming would not
even have to be a substitution again, as in the case ofα =

(y
x

)

andσ =
( x

a
y
b

)

.

Lemma 5.22(well-defined). Substitution variant is well-defined, i.e.(1) is a core representation of a
substitution, andα does not introduce aliasing.

Proof. Let Core(σ) = {x1, ...,xn}. Due to injectivity of α on Vars(σ), if α(xi) = α(x j), then xi =
x j , so i = j. To finish the proof that (1) a core representation, observex ∈ Core(σ) iff x 6= σ(x) iff
α(x) 6= α(σ(x)), due to injectivity again. Re aliasing, by Corollary 5.15, if α(σ(xi)) ⊲⊳ α(σ(x j)), then
σ(xi) ⊲⊳ σ(x j), meaning thatα does not introduce aliasing. ♦

From Definition 5.21 and Lemma 5.14 follows

Lemma 5.23. Let σ be a substitution,α ,β be prenamings andα(σ) and(α ·β )(σ) be defined. Then

1. (α ·β )(σ) = α(β (σ))

2. α(σ) = α(σ)

For the case of ”full” renaming, there is a way to dissolve thenew expression:10

Legacy 5.24([1]). For any renamingρ and substitutionσ

ρ(σ) = ρ ·σ ·ρ−1

Would such a claim hold for the weakened case, prenamings?

Theorem 5.25(substitution variant). Let σ be a substitution andα be a prenaming safe forσ . Then

1. α(σ) ·α = α ·σ
2. α(σ) = α ·σ ·α−1

Proof. First part: According to Definition 5.21, for everyx∈ V holds(α(σ) ·α)(x) = α(σ(x)). Since
any substitution is structure-preserving, the claim holdsfor any termt as well. Second part: From the
first part we knowα(σ) ·α = α ·σ , henceα(σ) = α ·σ ·α−1. By Lemma 5.14,α(σ) = α(σ). ♦

It is known that idempotence and equivalence of substitutions are not compatible with composition
[6]. Luckily, the concept of variance, with constant prenaming, does not share this handicap:

Theorem 5.26(compositionality). Letσ ,θ be substitutions andα be their safe prenaming. Then

α(σ ·θ) = α(σ) ·α(θ)

Proof. Since Vars(σ ·θ) ⊆ Vars(σ) ∪ Vars(θ), clearly Vars(σ ·θ ) ⊆ InDom(α). By Theorem 5.25,
α(σ) ·α(θ) = α ·σ ·α−1 ·α ·θ ·α−1 = α ·σ ·θ ·α−1 = α(σ ·θ). ♦

10an immediate consequence beingρ(σ) 6= ρ ·σ
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6 Application

Implementing logic programming means that the freedom of Horn clause logic (HCL) must be restrained:

• most general unifier (mgu) is provided by a fixed algorithm,

• standardization-apart is provided by a fixed algorithm.

Every implementation of HCL is parametrized by the two algorithms. Here we shall consider only the
unification algorithm, so byHCL(U) an implementation of HCL using unification algorithmU is denoted.
From the literature (variant lemma) we know that such a restriction is not compromising soundness and
completeness of SLD-resolution. Yet, there may be lots of ”lowlier” claims which more or less implicitly
rely on freedom of mgus and standardization-apart. For example, with both choices fixed we may not
any more just rename an SLD-derivation wholesale (the resolvents, the mgus, the input clauses), as was
possible in Horn clause logic, based on Lemma 3.2. This is because the two algorithms do not have to be
renaming-compatible. In fact, the second one cannot be, which makes claims like Lemma 6.3 necessary.

Let us cast a look at the first restriction. For any two unifiable termss, t holds that the set of their
mgus, written asMgus(s, t), is infinite. On the other hand, in practice any unification algorithm U
produces, for the given two unifiable terms, just one deterministic value as their mgu. We shall denote
this particular mgu ofsandt asU(s, t), thealgorithmic mguof sandt obtained byU.

The abundancy of mgus is not only good, it also stands in the way of proofs. The simplest unification
problem p(x) = p(y) has among others two equally attractive candidate mgus,(x

y) and (y
x). Assume

our unification algorithm decided upon(x
y). Assume further that we rename the protagonists and obtain

p(x) = p(z). What mgu shall be chosen this time? To ensure some dependability in this issue, we shall
require of any unification algorithm the following simple requirement, postulated as an axiom:

Axiom 6.1 (renaming compatibility). Let U be a unification algorithm. For any renamingρ and any
equationE, it has to holdU(ρ(E)) = ρ(U(E)).

Since classical unification algorithms like Robinson’s andMartelli-Montanari’s do not depend upon
the actual names of variables (as observed in [1]), this requirement is in practice always satisfied.

Remark6.2 (renaming compatibility ofMgus). For everyρ andE holdsMgus(ρ(E)) = ρ(Mgus(E)).
This is due to Theorem 5.25 and Lemma 3.2. Assumeσ ∈ Mgus(s, t), thenρ(σ)(ρ(s)) = ρ(σ(s)) =
ρ(σ(t)) = ρ(σ)(ρ(t)). Further, ifθ is a unifier ofρ(s),ρ(t), thenθ ·ρ is a unifier ofs, t, hence there is
a renamingδ with θ ·ρ = δ ·σ , giving θ = δ ·σ ·ρ−1 = δ ·ρ−1 ·ρ ·σ ·ρ−1 = (δ ·ρ−1) ·ρ(σ), meaning
ρ(σ) ∈Mgus(ρ(E)). For the other direction, observeθ = ρ ·ρ−1 ·δ ·σ ·ρ−1 = ρ(ρ−1 ·δ ·σ).

6.1 Handling local variables in HCL(U)

With U complying to Axiom 6.1 and yielding relevant mgus, that is tosay with practically anyU,11

a propagation result for SLD-derivations can be proved, which leads to a constructive and incremental
version of the variant lemma.

Regarding SLD-derivations, for the most part we shall assume traditional concepts as given in [11]
and [2], but with some changes and additions listed below. Aninput clauseKi obtained from a pro-
gram clause ¯K by replacing the variables in order of appearance witht1, ..., tn may be denoted asKi =

¯K [t1, ..., tn]. Assume now an SLD-derivationD for G of the formG −֒⊲K1:σ1 G1 −֒⊲K2:σ2 ... −֒⊲Kn:σn Gn.

11Classical unification algorithms not only satisfy Axiom 6.1but also yield idempotent mgus. Idempotent mgus are always
relevant ([2]).
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• Ki is here theactually usedvariant of a program clause (i.e., the currentinput clause) and not the
program clause itself.

• The substitutionσn · ... ·σ1 shall be called thepartial answerfor G at stepn of the derivation. A
final partial answer, wheneverGn = �, shall be called acomplete answerfor G.

Relation to earlier concepts of answer: In a derivation, theresultantof level n is defined in [12] as
σn · ... ·σ1(G)←Gn. So partial answer is at heart of resultant. Ananswer substitutionfor G is defined in
[3] exactly as complete answer; later ([11], [2]) it is made relevant by restricting to variables ofG, hence
(σn · ... ·σ1)↾G wheneverGn = �, and calledcomputed answer substitution (c.a.s.).

Showing the actually used variants of program clauses (instead of program clauses themselves) en-
ables a simple definition of derivation variables: the annotationsKi :σi are regarded as part of the deriva-
tion, soVars(D) ··= (Vars(G)∪ ...∪Vars(Gn))∪(Vars(σ1)∪ ...∪Vars(σn))∪(Vars(K1)∪ ...∪Vars(Kn)).

Now to the propagation result. Assume the program ”son(S)←male(S), child(S,P).”, and let us
enquire aboutson in two derivations. If we know that one query, sayson(X), is a variant of the other,
son(A), does the same connection hold between the resolvents as well?

As can be seen from Table 1 and Figure 3, in a resolution some new variables may crop up, originat-
ing from standardization-apart. Let us call themlocal variables, as opposed toquery variables. Likely
causes are a pattern in a clause head (nat/1 in Table 1) or surplus variables in a clause body (son/1 in
Figure 3). But even without those, local variables can appear (p/1 in Table 1), except with a restriction
to normal SLD-derivation([4]), preventing ”needless renaming of variables”. Were it not for local vari-
ables, the resolvents in both derivations would clearly be variants, with the same prenaming as for the
original queries. Yet, even though the variables new in one derivation do not have to be new in the other,
the prenaming can (under reasonable conditions) be extended to accomodate them. The claim is proved
in a constructive manner.

query

nat(X)
nat(A)
p(X)
p(A)

input clause

nat(s(A))← nat(A).
nat(s(B))← nat(B).
p(A)← q(A).
p(B)← q(B).

resolvent

nat(A)
nat(B)
q(X) or q(A)
q(A) or q(B)

Table 1: Resolution may produce local variables

Lemma 6.3(propagation of variance). Assume a unification algorithmU satisfying Axiom 6.1. Assume
an SLD-derivationD ending with G and an SLD-derivationD′ ending with G′ such thatα(G) = G′ for
some prenamingα which is complete for G and relevant forD to D′.

Further assume that G֒−⊲K :σ H and G′ −֒⊲K ′:σ ′ H ′ such that in G and G′ atoms in the same
positions were selected andK ,K ′ are variants. Lastly assume thatσ is a relevant mgu. Then for
λ ··= Pren(K ,K ′) holds

1. α ⊎λ is complete for H andσ
2. α ⊎λ is relevant forD −֒⊲K :σ H to D′ −֒⊲K ′:σ ′ H ′

3. H′ = (α ⊎λ )(H) andσ ′ = (α ⊎λ )(σ)

The claim can be summarized in Figure 3, together with the rôle of relevance requirement. From
Lemma 6.3 and Table 1 follows that resolution is not prenaming-stable (or even renaming-stable); ex-
tending the prenaming with local variables may be necessary.
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G
−֒⊲
−−−−→ H

α




yα⊎λ




yα⊎λ

G′ −−−−→
−֒⊲

H ′

son(X)
−֒⊲
−−−−→ male(X), child(X,B)





y

α=(X
A

B
X )





y
α⊎?

son(A) −−−−→
−֒⊲

male(A), child(A,C)

Figure 3: Propagation of variance ...is not always possible

Proof. First let us establish thatα ⊎λ is defined. Due torelevance ofα for D,D′,

C(α)⊆ Vars(D) andR(α)⊆ Vars(D′) (2)

Due tostandardization-apart, K 6⊲⊳ D andK ′ 6⊲⊳ D′, hence

C(λ ) 6⊲⊳ D andR(λ ) 6⊲⊳ D′ (3)

ThusC(α) 6⊲⊳ C(λ ) andR(α) 6⊲⊳ R(λ ), so α ⊎ λ is defined. Also, (3) proves thatλ is passive on old
variables, i.e.λ (D) = D. Let G ··= (M,A,N) andH ··= σ(M,B,N), whereM,B,N may be conjunctions.
ThenG′= (M′,A′,N′)= (α(M),α(A),α(N)). LetK : A1←B1 andK ′ : A2←B2. Thenσ =U(A,A1),
B= σ(B1) andσ ′ = U(A′,A2), B′ = σ ′(B2). Also,

α is complete forM,A,N: Vars((M,A,N))⊆C(α), by completenessof α for G (4)

λ is complete forA1,B1: Vars(K ) = Vars((A1,B1)) =C(λ ), by definition ofλ (5)

Due torelevanceof σ , we haveVars(σ)⊆ Vars(A)∪Vars(A1), which together with (4) and (5) gives

α ⊎λ is complete forσ : Vars(σ)⊆C(α ⊎λ ) (6)

Having thus fielded all the assumptions, we obtain

α ⊎λ is safe forM,A,N,A1,B1,σ : by (4), (5), (6) and Theorem 5.18(2) (7)

Proof of 1.: Completeness ofα ⊎λ for σ is proved above. Completeness ofα ⊎λ for H follows from
Vars(H)⊆ Vars(G)∪Vars(K )⊆C(α)∪C(λ ) =C(α ⊎λ ), by (4) and (5).

Proof of 2.: By definition, C(λ ) = Vars(K ) and R(λ ) = Vars(K ′). Hence, and due to relevance
of α , C(α ⊎ λ ) = C(α) ⊎C(λ ) ⊆ Vars(D)∪ Vars(K ) ⊆ Vars(D −֒⊲K :σ H). Similarly, R(α ⊎ λ ) ⊆
Vars(D′ −֒⊲K ′:σ ′ H ′), thereforeα ⊎λ is relevant forD −֒⊲K :σ H to D′ −֒⊲K ′:σ ′ H ′.

Proof of 3.:

σ ′ = U(A′,A2) = U(α(A),λ (A1)) = U((α ⊎λ )(A),(α ⊎λ )(A1)), by (4), (5) and Corollary 4.5

= U((α ⊎λ )(A),(α ⊎λ)(A1)) = (α ⊎λ )(σ) = (α ⊎λ )(σ), by (7), Lemma 5.14 and Axiom 6.1

B′ = σ ′(B2) = (α ⊎λ )(σ)(λ (B1)) = (α ⊎λ )(σ)((α ⊎λ )(B1)), by (5) and Corollary 4.5

= (α ⊎λ )(σ(B1)) = (α ⊎λ )(B), by Theorem 5.25

H ′ = σ ′(α(M),B′,α(N)) = (α ⊎λ )(σ)(α(M),(α ⊎λ )(B),α(N)), by preceding line

= (α ⊎λ )(σ)((α ⊎λ )(M),(α ⊎λ )(B),(α ⊎λ )(N)), by (4) and Corollary 4.5

= (α ⊎λ )(σ(M,B,N)) = (α ⊎λ )(H), by Theorem 5.25

♦
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6.2 Variant lemma for HCL( U)

Definition 6.4 (similarity). SLD-derivations of the same length

G −֒⊲K1:σ1 G1 −֒⊲K2:σ2 ... −֒⊲Kn:σn Gn

G′ −֒⊲K ′
1 :σ ′1 G′1 −֒⊲K ′

2 :σ ′2 ... −֒⊲K ′
n :σ ′n G′n

(8)

aresimilar if G andG′ are variants and additionally at each stepi holds: atoms in the same position are
selected, and the input clausesKi andK ′

i are variants.

That the name ”similarity” is justified, follows from the claim known asvariant lemma([11], [12],
[2]), here in the formulation from [5]:Finite derivations which are similar and start from variantqueries
have variant resultants. For logic programming systems obeying Axiom 6.1 and relevance of mgu, a
more precise claim can be proved. The added assumptions (theaxiom and relevance) are practically void
(see footnote on page 36), yet the added conclusion has substance: first, renaming a query now costs a
degree of freedom – if we treat the two variants of the programclause at each step as independent, then
the two mgus are not independent. Second, the precise variance is now known.

Theorem 6.5(variant claim for HCL(U)). Assume a unification algorithmU satisfying Axiom 6.1 and
yielding relevant mgus. Then:

• finite SLD-derivations which are similar and start from variant queries have variant partial an-
swers

• the variance depends only on the starting queries and input clauses.

In particular, assume our similar derivations to be as in(8). Then for every i= 1, ...,n holds G′i =
βi(Gi), σ ′i = βi(σi) andσ ′i · ... ·σ ′1 = βi(σi · ... ·σ1), whereβi ··= α ⊎λ1⊎ ...⊎λi, α ··= Pren(G,G′) and
λi ··= Pren(Ki ,K

′
i ).

Proof. By assumption,G andG′ are variants, so

α ··= Pren(G,G′) (9)

exists. Clearly,α is complete forG. By construction,α is also relevant forD0 ··= G to D′0 ··= G′. We
may iterate Lemma 6.3, obtaining for everyi = 1, ...,n

σ ′i = (α ⊎λ1⊎ ...⊎λi)(σi) (10)

G′i = (α ⊎λ1⊎ ...⊎λi)(Gi) (11)

whereλi ··= Pren(Ki ,K
′

i ). Due to completeness ofα for G and Corollary 4.5,

α(G) = (α ⊎λ1⊎ ...⊎λi)(G) (12)

Soσ ′i ·σ ′i−1 · ... ·σ ′1 = (α ⊎λ1⊎ ...⊎λi)(σi) · (α ⊎λ1⊎ ...⊎λi−1)(σi−1) · ... · (α ⊎λ1)(σ1). We would like
to extractσi ·σi−1 · ... ·σ1 on the right, to have a connection between partial answers.

Assumek< i. SinceVars(σk)⊆Vars(G)∪Vars(K1)∪ ...∪Vars(Kk)⊆C(α)∪C(λ1)∪ ...∪C(λk) =
C(α ⊎λ1⊎ ...⊎λk), by Theorem 5.18(2)(α⊎λ1⊎ ...⊎λk⊎ ...⊎λi)(σk) = (α ⊎λ1⊎ ...⊎λk)(σk). Hence,

(α ⊎λ1⊎ ...⊎λi−1)(σi−1) = (α ⊎λ1⊎ ...⊎λi)(σi−1)

...

(α ⊎λ1)(σ1) = (α ⊎λ1⊎ ...⊎λi)(σ1)

(13)
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Let us abbreviateβi ··= α ⊎λ1⊎ ...⊎λi. Then from (10) and (13) by Theorem 5.26

σ ′i ·σ ′i−1 · ... ·σ ′1 = βi(σi) ·βi(σi−1) · ... ·βi(σ1) = βi(σi ·σi−1 · ... ·σ1) (14)

which is the promised connection between partial answers.
Clearly, variance of partial answers means variance of complete answers, c.a.s.es and resultants as

well. For the cases whenGn = �, we obtain, by (14), the expected relationship between the respective
complete answers:σ ′n · ... ·σ ′1 = βn(σn · ... ·σ1). C.a.s. differs from complete answer by the added restric-
tion on the query variables. Due to renaming-compatibilityof restriction, (14) andβn(G) = α(G) = G′,
we obtainσ ′n · ... ·σ ′1↾G′ = βn(σn · ... ·σ1↾G), i.e. the same relationship. Finally, knowing that the resultant
of stepi is Ri ··= σi · ... ·σ1(G)←Gi, we obtain

R′i = σ ′i · ... ·σ ′1(G′)←G′i = βi(σi · ... ·σ1)(α(G))← βi(Gi), by (14), (9) and (11)

= βi(σi · ... ·σ1)(βi(G))← βi(Gi) = βi((σi · ... ·σ1)(G))← βi(Gi), by (12) and Theorem 5.25

= βi(Ri)

So partial answers of stepi (and in consequence c.a.s.es and resultants) are variant via βi. ♦

Example 6.6(similarity). Let the logic program be

son(X)←male(X), child(X,A). % ¯K1

male(c). male(d). child(d,a). % ¯K2, ¯K3, ¯K4

An interpreter for LD-resolution may produce the followingtwo derivations:

son(A) −֒⊲K1:σ1 male(A), child(A,C) −֒⊲K2:σ2 child(d,C)

son(B) −֒⊲K ′
1 :σ ′1 male(B), child(B,D) −֒⊲K ′

2 :σ ′2 child(d,D)

They are obviously similar, withK1 = ¯K1[X,C], K ′
1 = ¯K1[Y,D], K2 = K ′

2 = ¯K3. The variables
X,Y stand for actually used variables, which are not discernible from the form of derivations. From
the queries, input clauses and resolvents we can further deduce which relevant mgus were used:σ1 =
(

X
A

)

, σ ′1 =
(

Y
B

)

, σ2 =
(

A
d

)

andσ ′2 =
(

B
d

)

. The mappings areα =
(

A
B

)

, λ1 =
(

X
Y

C
D

)

andλ2 = ε .

Clearly, they fulfill (α ⊎λ1)(male(A), child(A,C)) = male(B), child(B,D) and(α ⊎λ1)(
(

B
A

)

) =
(

C
B

)

,

as well as(α ⊎λ1⊎λ2)(child(d,C)) = child(d,D), and so forth.

7 Outlook

Concepts relating to variable renaming have been reviewed and built upon, with the aim of providing
for practical needs of program analysis and formal semantics in logic programming. Byrelaxing the
core representationand forgoing permutation requirement for renaming, the concept ofprenamingis
obtained. It is a mathematical underpinning of the intuitive practice of renaming terms by just considering
the necessary bindings, where nowx/x may be necessary. In other words, a prenaming is a variable-pure
substitution with mutually distinct variables in range, possibly including some passive bindings.

Prenamings enable incremental claims like variance propagation in implemented Horn clause logic
(Lemma 6.3, Theorem 6.5). There, prenamings made it possible to keep track of new (local) variables.
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[9] M. Kulaš (2005):Toward the concept of backtracking computation. In L. Aceto, W. J. Fokkink & I. Ulid-
owski, editors:Proc. of the Workshop on Structural Operational Semantics (SOS’04), London, ENTCS128,
Elsevier, pp. 39–59, doi:10.1016/j.entcs.2004.10.026.

[10] J. L. Lassez, M. J. Maher & K. Marriott (1988):Unification revisited. In M. Boscarol, L. Carlucci Aiello &
G. Levi, editors:Foundations of Logic and Functional Programming, LNCS306, Springer Berlin Heidelberg,
pp. 67–113, doi:10.1007/3-540-19129-1_4.

[11] J. W. Lloyd (1987): Foundations of logic programming, 2. edition. Springer-Verlag, doi:10.1007/
978-3-642-83189-8.

[12] J. W. Lloyd & J. C. Shepherdson (1991):Partial evaluation in logic programming. J. of Logic Programming
11(3-4), pp. 217–242, doi:10.1016/0743-1066(91)90027-M.

[13] C. Palamidessi (1990):Algebraic properties of idempotent substitutions. In: Proc. 17th ICALP, LNCS 443,
Springer-Verlag, pp. 386–399, doi:10.1007/BFb0032046.

[14] G. D. Plotkin (1971):Automatic methods of inductive inference. Ph.D. thesis, U. of Edinburgh. Available at
http://homepages.inf.ed.ac.uk/gdp.

[15] C. Pusch (1996):Verification of compiler correctness for the WAM. In: Proc. TPHOLs, LNCS1125, Springer
Berlin Heidelberg, pp. 347–361, doi:10.1007/BFb0105415.

[16] J. C. Shepherdson (1994):The role of standardising apart in logic programming. Theor. Comp. Sci.129(1),
pp. 143–166, doi:10.1016/0304-3975(94)90084-1.

[17] C. Urban, A. Pitts & M. Gabbay (2004):Nominal unification. Theoretical Computer Science323(1-3), pp.
473–497, doi:10.1016/j.tcs.2004.06.016. Proof onhttp://www.inf.kcl.ac.uk/staff/urbanc/
Unification/.

http://dx.doi.org/10.1017/S1471068409990111
http://dx.doi.org/10.1145/322326.322339
http://dx.doi.org/10.1016/0304-3975(92)90164-B
http://dx.doi.org/10.1093/logcom/3.5.487
http://dx.doi.org/10.1093/logcom/3.5.487
http://dx.doi.org/10.1016/S0747-7171(85)80027-4
http://dx.doi.org/10.1016/0743-1066(92)90034-Z
http://dx.doi.org/10.1016/j.entcs.2004.10.026
http://dx.doi.org/10.1007/3-540-19129-1_4
http://dx.doi.org/10.1007/978-3-642-83189-8
http://dx.doi.org/10.1007/978-3-642-83189-8
http://dx.doi.org/10.1016/0743-1066(91)90027-M
http://dx.doi.org/10.1007/BFb0032046
http://homepages.inf.ed.ac.uk/gdp
http://dx.doi.org/10.1007/BFb0105415
http://dx.doi.org/10.1016/0304-3975(94)90084-1
http://dx.doi.org/10.1016/j.tcs.2004.06.016
http://www.inf.kcl.ac.uk/staff/urbanc/Unification/
http://www.inf.kcl.ac.uk/staff/urbanc/Unification/

	1 Introduction
	2 Substitution
	3 Renaming
	4 Relaxed core representation
	5 Prenaming
	5.1 The question of inverse
	5.2 Staying safe
	5.3 Variant of term and substitution
	5.3.1 Term variant
	5.3.2 Special case: substitution variant


	6 Application
	6.1 Handling local variables in HCL(U)
	6.2 Variant lemma for HCL(U)

	7 Outlook

