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1 Introduction

The wide range of protein biological functions, such as enzymatic activity, ligand- and protein-protein
interactions and allosteric regulation, is strictly related to their flexibility and dynamics[1]. To model
the influence of protein motions across this broad spectrum of events Molecular Dynamics (MD) sim-
ulations are now routinely used. The identification of the most functionally relevant conformations is
generally done by grouping the conformations according to a criterion of geometrical similarity and
popular choices include hierarchical clustering, single, complete and average linkage and k-means [10].
These geometrical approaches rely on the assumption that the identified conformational states also corre-
spond to the energetic states [10]. Good candidates to improve this match are Artificial Neural Networks
(ANNs) which are capable to discover the relationships between the measured variables only from the
available dataset [9]. Among the class of ANNs, successfully applied to artificial life systems [2], Self
Organizing Maps (SOMs) [6] represent a particularly powerful data driven model that has been widely
applied for exploration and clustering of high-dimensional datasets [9, 6]. We recently developed an
approach which combines SOMs and hierarchical clustering to efficiently compare conformational en-
sembles obtained from multiple MD simulations of proteins [3]. To reliably apply the SOM analysis to
these specific input data we identified and optimized a small number of SOM parameters. In particular,
we confirmed that the map size is a crucial parameter and that a well-selected number of neurons is
crucial both to reduce the computational cost of the analysis and to provide an intermediate topological
representation of the input conformational space [3]. As a result the original MD trajectories can be
represented by the few conformations that best represent the clusters obtained. Here we make a step fur-
ther; the proposed approach consists of processing all the atom positions of each conformation won by
a given SOM neuron using a similarity network. Different similarity measures between atoms behavior
are used to compile a similarity matrix which is inputted to a network model [8]. Network algorithms
are then used to automatically discover and interpret the behavior of the original protein conformational
ensembles exploiting the atomic coordinates enclosed in the SOM neuron.

2 Methods

Self Organizing Map clustering. The details of the proposed SOM approach can be summarized as
follow. First, an ensemble of conformations is extracted from one (or more) MD trajectory with an
optimized sampling rate of 1/100 ps. Each conformation of the trajectories is represented using only
the Cα Cartesian coordinates. The ensemble is encoded in a matrix and is used for the learning stage,
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performed with the set of optimal SOM parameters previously identified by experimental design [3].
The most relevant parameters are: Map size=100, Radius=3, Training length=5000 and Neighbor func-
tion=gaussian. The neurons of this trained SOM, i.e. the proto-clusters of the original conformational
ensemble, are grouped using the complete linkage algorithm and the number of clusters is automatically
selected by means of the Mojena’s stopping rule [7]. To provide a graphical representation of the neu-
rons and their connections, each neuron is described by a hexagon and the neurons belonging to each
cluster are homogeneously colored (see Figure 1, central panel). Finally, to provide the most synthetic
structural representation of the original ensemble, only the input conformation closest to the centroid of
each cluster is represented (see Figure 1, left panel). The centroid is defined as the mean vector of all the
prototype vectors of the neurons in that cluster.

Network Analysis. The set of all the Cα’s atomic coordinates of the conformations won by each SOM
neuron, are used to compile a network model. The following similarity measures were analyzed and
empirically compared; x-y-z average absolute correlation, cosine, Pearson, Spearman correlation and
biweight mid-correlation. Networks are constructed from similarity matrices by means of threshold as
described in [5]. The SOM, which summarizes the atomic positions of each conformation associated
with a neuron, allows building a network model which is then exploited to automatically discover and
interpret the behavior of the inputted protein conformational ensembles. Graph partitioning algorithms
[5] to cluster atoms with similar behavior and community detection algorithms [8, 5] were applied to the
network model (see Figure 1, right panel).

Figure 1: Central panel: the clustered SOM. The background colors of the neurons (hexagons) corre-
spond to the cluster attribution. The inner hexagon is proportional to the number of conformations won
by the neuron. Left panel: ribbon representation of one centroid cluster (in orange) superimposed to a
reference structure (in black). Right panel: graphical analysis of one neuron. On the left, each node rep-
resents an atom of the neuron conformations and the edges link pairs of correlated atoms. The groups of
nodes (atoms) with similar behavior are homogeneously colored. On the right, the nodes and the edges
are represented on a reference 3D structure (in gray) using the same color code of the graph. The width
of the edge is proportional to the correlation among the atoms (nodes).
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3 Results and Discussion

The SOM approach developed by our group has been successfully applied showing its potential in the
comparison of MD simulations of different proteins with dimensions ranging from 60 to 500 amino
acids[3, 4]. These applications highlighted key features, related to the topological nature of the SOM.
First, a single map was able to detect both low fluctuations, i.e. little conformational changes with
respect to a reference structure, and large concerted motions, i.e. simultaneous conformational changes
of different region of the protein.[3, 4]. Second, the intrinsic time dependence of the data, not given as
input, was correctly recovered; in fact consecutive conformational transitions were correctly assigned
to adjacent neurons, thus to adjacent clusters, on the map [3]. Moreover, the values of geometrical
descriptors based on a subset of Cα atoms included in the SOM training [3, 4], as well as excluded
features [4], were consistently clustered, indicating the potential of the map to classify unknown features
[4]. Finally the ability of a SOM trained with a set of protein to classify conformations of similar
protein was verified and exploited [4]. The extension of our protocol here presented is aimed at a deeper
inspection of the dynamic information contained in each neuron in the output map. In fact, not only
the subset of conformations won by each neuron, but also the specific motions caught by that neuron
are analyzed. To this end, the matrices composed by the Cα Cartesian coordinates of the original data
in each neuron are analyzed using similarity matrices and represented by graphs (see Figure 1, right
panel). This analysis has a double outcome. First it provides an interesting and informative picture of
the joint behavior of the atoms belonging to the conformations in each neuron, highlighting both local
motions, i.e. motions involving structurally neighbor atoms, and long-range communications mediated
by atoms able to transmit conformational signals to remote sites of the protein. Second this information
can be used to cluster the data according to this graph. Cluster analysis based on similarity of the Cα

dynamic behavior enclosed in each SOM neuron should increase the ability of our approach to compare
the dynamics of different proteins. In conclusion, we already showed that the use of this SOM approach
to cluster protein conformational ensembles increases the cluster quality compared to other methods
routinely used [3]. Moreover both the approaches proposed for the map interpretation allow an efficient
comparison of the dynamics of different proteins. In the former approach, the characteristics of the
conformations belonging to each cluster are summarized and described by the cluster centroid, in the
latter, the characteristic pathways of motion described by each neuron are highlighted by the graphs
(Figure 1). Applications of this approach should range from protein engineering (to design specific
mutation able to reduce, or increase, the function of a protein) to computer-based drug design (to select
specific conformations of a protein suitable to interact with specific ligands).
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